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Abstract. The combinatorial hierarchical hyperbolicity criterion is a very useful way
of constructing new hierarchically hyperbolic spaces (HHSs). We show that, conversely,
HHSs satisfying natural assumptions (satisfied, for example, by mapping class groups)
admit a combinatorial HHS structure. This can be useful in constructions of new HHSs,
and also our construction clarifies how to apply the combinatorial HHS criterion to sus-
pected examples. We also uncover connections between HHS notions and lattice theory
notions.

This has nothing to do with links.
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Introduction

Showing that a given space or group is hierarchically hyperbolic yields a lot of information
about it ([BHS21, HHP23, ANS`19, HHL20, DMS20] is a highly non-exhaustive list), but it
is quite challenging to check the definition directly. To remedy this, a criterion was devised
in [BHMS20] to show that a space is hierarchically hyperbolic, and roughly speaking the
criterion involves checking that a certain simplicial complex has links which are hyperbolic,
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along with some combinatorial conditions. Such a complex is called a combinatorial HHS
structure (see Section 2 for background on combinatorial HHSes). This criterion has proven
useful to show that various spaces and groups are HHS, see [BHMS20, HMS22, HRSS22,
Rus21, DDLS21]. It is natural to wonder whether there is a converse to this, namely
whether every HHS admits a combinatorial HHS structure. We show that is true under
mild assumptions on the HHS, see the theorem below. Besides the intrinsic interest of a
converse statement, we believe that our theorem can be useful in constructing new examples
of HHSs, by introducing a combinatorial structure and then manipulating it; we believe this
could be useful to study quotients, for example, as was done in [BHMS20]. We defer the
precise statements of the additional conditions to Section 3; the reader can find a list of the
conditions and where to find them below, together with a short discussion. For now, we
just mention that the properties hold in many natural examples, including mapping class
groups, see Section 9, and we now state (a stripped down version of) our main theorem:

Theorem 1. Let pZ,Sq be a hierarchically hyperbolic space with weak wedges, clean con-
tainers, the orthogonals for non-split domains property, and dense product regions. Then
there exists a combinatorial HHS pX,Wq such that Z is quasi-isometric to W.

Theorem 1 only contains the non-equivariant part of Theorem 3.15, but our constructions
are equivariant in a suitable sense and compatible with the notion of hierarchically hyper-
bolic group, rather than just space, as would be needed for the application to quotients
mentioned above; see Theorem 6.6 for the exact statement.
Our construction also clarifies how to construct, starting with a space or group that one
suspects to be hierarchically hyperbolic, a candidate combinatorial HHS structure for it,
which can then be used to show that the given space or group is indeed HHS. We explain
this in Section 4. We do not know whether the additional conditions we have to impose are
necessary, but we provide an example where our construction fails to yield a combinatorial
HHS structure in the absence of the additional conditions, in Section 10. In fact, we
uncovered intriguing connections with lattice theory that arise from these considerations, see
in particular Remark 10.20. Roughly, modifying an HHS structure to ensure the additional
condition reduces to a problem in lattice theory, see Question 10.21. To highlight the
connections with lattice theory, we note that the notion of an ortholattice is very closely
related to those of wedges and clean containers (which have appeared in the HHS literature
repeatedly, see e.g. [BR20, ABD21, CRHK22, Rus22, AB23, Hag23]), see Definition 7.10.
To conclude this subsection, we suggest that a possible application of the aforementioned
construction could be showing that mapping class groups of finite type non-orientable sur-
faces are hierarchically hyperbolic.

A true converse. A second aim of this paper is to clarify how various conditions on an
HHS structure relate to each other and to properties of combinatorial HHS structure. As
this is fairly technical we do not make precise statements in the introduction, but we refer
the reader to Section 7 and in particular Lemma 7.4; we believe this can also be useful for
applications. An especially striking output of this study is the following “true converse”
theorem which provides an actual equivalence between combinatorial HHS structures and
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HHS structures, each satisfying natural conditions (see list below for where to find each
condition).

Theorem 2. Let pZ,Sq be a hierarchically hyperbolic space. Then Z has wedges, clean
containers and the strong orthogonal property if and only if there exists a CHHS pX,Wq

with simplicial wedges and simplicial containers such that W is quasi-isometric to Z.

We note that the standard HHS structure on mapping class groups does not satisfy the
stronger conditions above, but we construct a different structure which does in Section 9.
We now state this result, together with the aforementioned result on the standard HHS
structure, which in fact confirms the speculations from [BHMS20, Subsection 1.6].
The following combines Theorem 9.8 and Theorem 9.9 (which in fact give combinatorial
HHG structures):

Theorem 3. Let S be obtained from a closed connected oriented surface of finite genus by
deleting finitely many points and open discs.
There exists a combinatorial HHS structure pX,Wq for MCGpSq, where X is the blow-up
of the curve graph of S, obtained by replacing every curve with the cone over its annular
curve graph.
Moreover, there exists a (different) combinatorial HHS structure for MCGpSq with simplicial
wedges and simplicial containers.

As a final note on mapping class groups, we sumamrise in the following remark the connec-
tion between our construction and clean markings:

Remark 1 (Relation with clean markings). The reader familiar with Masur and Minsky’s
graph of complete clean markings from [MM00] will notice that the combinatorial HHS
structure for MCGpSq that our main Theorem provides has the same flavour of the marking
graph. Indeed, a maximal simplex of the graph X from Definition 4.2 will correspond to a
choice of a maximal collection of disjoint annuli A1, . . . , Ak (that is, a pants decomposition),
plus a choice of a point xi inside the annular curve graph associated to Ai for every i “

1, . . . , k (that is, a transversal for every curve in the pants decomposition). Hence a maximal
simplex corresponds to a complete marking. Moreover, some of the W-edges we define in
Definition 4.10 correspond to elementary moves. Indeed, let Σ,∆ Ă X be two maximal
simplices, and suppose that their supports differ by a single curve (say, the support of Σ
is α Y P and the support of ∆ is β Y P , for some almost-maximal collection of pairwise
disjoint curves P ). Then these simplices are W-adjacent if and only if:

‚ α and β are close in the curve graph of the subsurface of complexity 1 cut out by P ;
‚ α projects close to the coordinate prescribed by ∆ in the annular curve graph of β;
‚ the same holds with α and β swapped.

In other words, our W–edges detect when one replaces a curve with one of its transversals,
and this corresponds to one of the elementary moves from [MM00].

Additional conditions. The additional conditions on an HHS structure in Theorems 1,2
are stated precisely in the following places:

‚ Wedges are defined in Property 3.1.
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‚ Clean Containers are defined in Property 3.4.
‚ Dense product regions are defined in Property 3.10.
‚ Orthogonals for non-split domains are defined in Property (3.9).
‚ Strong orthogonal property is defined in Property 7.1 (and see also Remark 10.20).

Wedges and clean containers are standard assumptions on an HHS structure introduced in
[BR20] and [ABD21] respectively — wedges make the nesting poset into a lattice, while
clean containers make it into a complemented poset. Dense product regions is a cobound-
edness assumption automatically satisfied by HHGs. Strong orthogonality corresponds to
orthomodularity of the nesting lattice, and is the source of the lattice-theoretic question
mentioned earlier. It is one way of verifying orthogonals for non-split domains, which is re-
ally the main enabling assumption in Theorem 3.15 and is modelled on the role of boundary
annuli in the HHS structure on mapping class groups.
The additional conditions on a combinatorial HHS are:

‚ Simplicial wedges are defined in Definition 8.1.
‚ Simplicial containers are defined in Definition 8.2.

These conditions are very natural properties one might hope for from a simplicial complex
along the lines that containment of links of simplices corresponds to reverse containment
of the simplices.

Outline of the paper. Sections 1 and 2 contain all relevant definitions and facts about
(combinatorial) HHS. Section 3 gathers the hypotheses of the main result of this paper,
which is Theorem 3.15 and states that a HHS pZ,Sq with some additional assumption
is quasi-isometric to a combinatorial HHS. The actual construction of the candidate com-
binatorial HHS pX,Wq is in Section 4 (see in particular Definitions 4.2 and 4.10). The
quasi-isometry f : W Ñ Z is constructed in Definition 4.11, and maps any maximal sim-
plex of X to one of its realisation points (in the sense of the partial realisation axiom
(8)).
In Section 5 we verify that, under the assumptions from Section 3, the pair pX,Wq is a
combinatorial HHS and f is a quasi-isometry (see Assumption 5.1 and Theorem 5.2). In
Section 6 we show that our construction is equivariant, meaning that whenever a group G
acts on pZ,Sq by hieromorphisms then it also acts on pX,Wq (see Theorem 6.2). Then
we use this fact to prove that, whenever a group acts metrically properly and coboundedly
on pZ,Sq and some other mild assumptions hold, then G has a structure of hierarchically
hyperbolic group coming from the action on a combinatorial HHS (see Theorem 6.6).
In Section 7 we present some more “natural” hypotheses that one could require on pZ,Sq,
and we show how they relate to each other and to the ones from Section 3. In Section 8 we
establish an equivalence between strong orthogonality properties on the HHS structure of
pZ,Sq and some strong intersection properties on the links of the associated combinatorial
HHS pX,Wq (see Theorem 8.3).
In Section 9 we apply our results to the mapping class group of a compact orientable surface,
with the usual HHS structure (the one from, e.g., [BHS19, Section 11]), showing that it
admits a combinatorial HHS structure whose underlying graph is a certain blow-up of the
curve graph. This confirms the speculations from [BHMS20, Subsection 1.6]. Moreover, we
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show that Theorem 8.3 applies if one adds to the index set some non-essential subsurfaces,
including pairs of pants (see Theorem 9.9).
Finally, in Section 10 we illustrate the necessity of the hypotheses of Theorem 3.15, by
providing a counterexample of an unbounded space Z for which the construction from
Section 4 can only yield a bounded CHHS. Remarkably, Z can be chosen to be a CAT(0)
cube complex with a factor system, with the usual HHS structure (i.e. the one from
[BHS17b, Remark 13.2]). Then we speculate on which conditions on the factor system
could allow one to modify the HHS structure in order to satisfy our hypotheses.

Acknowledgements. We thank Carolyn Abbott and Alexandre Martin for helpful discus-
sions. MH thanks Montserrat Casals-Ruiz for being a strong proponent of the “orthogonal
set” viewpoint during work on [CRHK22], which influenced the ideas in Section 10 here.

1. Background on hierarchical hyperbolicity

1.1. Axioms. We recall from [BHS19] the definition of a hierarchically hyperbolic space.

Definition 1.1 (HHS). The q–quasigeodesic space pZ, dZq is a hierarchically hyperbolic
space if there exists E ě 0, called the HHS constant, an index set S, whose elements will
be referred to as domains, and a set tCU | U P Su of E–hyperbolic spaces pCU,dU q, called
coordinate spaces, such that the following conditions are satisfied:

(1) (Projections.) There is a set tπU : Z Ñ 2CU | U P Su of projections sending points
in Z to sets of diameter bounded by E in the various CU P S. Moreover, for all
U P S, the coarse map πU is pE,Eq–coarsely Lipschitz and πU pZq is E–quasiconvex
in CU .

(2) (Nesting.) S is equipped with a partial order Ď, and either S “ H or S contains
a unique Ď–maximal element, denoted by S. When V Ď U , we say V is nested in U .
For each U P S, we denote by SU the set of V P S such that V Ď U . Moreover, for
all U, V P S with V Ĺ U there is a specified subset ρVU Ă CU with diamCU pρVU q ď E.
There is also a projection ρUV : CU Ñ 2CV . (The similarity in notation is justified
by viewing ρVU as a coarsely constant map CV Ñ 2CU .)

(3) (Orthogonality.) S has a symmetric and anti-reflexive relation called orthogonal-
ity : we write UKV when U, V are orthogonal. Also, whenever V Ď U and UKW ,
we require that V KW . We require that for each T P S and each U P ST such that
tV P ST | V KUu ‰ H, there exists W P ST ´ tT u, which we call a container for
U inside T , so that whenever V KU and V Ď T , we have V Ď W . Finally, if UKV ,
then U, V are not Ď–comparable.

(4) (Transversality and consistency.) If U, V P S are not orthogonal and neither
is nested in the other, then we say U, V are transverse, denoted U&V . In this case
there are sets ρVU Ď CU and ρUV Ď CV , each of diameter at most E and satisfying:

min
␣

dU pπU pzq, ρVU q,dV pπV pzq, ρUV q
(

ď E

for all z P Z.
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For U, V P S satisfying V Ď U and for all z P Z, we have:

min
␣

dU pπU pzq, ρVU q,diamCV pπV pzq Y ρUV pπU pzqqq
(

ď E.

The preceding two inequalities are the consistency inequalities for points in Z.
Finally, if U Ď V , then dW pρUW , ρ

V
W q ď E wheneverW P S satisfies either V Ĺ W

or V&W and WMU .
(5) (Finite complexity.) There exists n ě 0, the complexity of Z (with respect to

S), so that any set of pairwise–Ď–comparable elements has cardinality at most n.
(6) (Large links.) Let U P S, let z, z1 P Z and let N “ dU pπU pzq, πU pz1qq. Then there

exists tTiui“1,...,tNu Ď SU ´ tUu such that, for any domain T P SU ´ tUu, either
T P STi for some i, or dT pπT pzq, πT pz1qq ă E. Also, dU pπU pzq, ρTi

U q ď N for each i.
(7) (Bounded geodesic image.) For all U P S, all V P SU ´ tUu, and all geodesics

γ of CU , either diamCV pρUV pγqq ď E or γ X NEpρVU q ‰ H.
(8) (Partial realisation.) Let tVju be a family of pairwise orthogonal elements of

S, and let pj P πVj pZq Ď CVj . Then there exists z P Z, which we call a partial
realisation point for the family, so that:

‚ dVj pz, pjq ď E for all j,
‚ for each j and each V P S with Vj Ď V , we have dV pz, ρ

Vj

V q ď E, and
‚ for each j and each V P S with Vj&V , we have dV pz, ρ

Vj

V q ď E.
(9) (Uniqueness.) For each κ ě 0, there exists θu “ θupκq such that if x, y P Z and

dZpx, yq ě θu, then there exists V P S such that dV px, yq ě κ.
We often refer to S, together with the nesting and orthogonality relations, and the pro-
jections as a hierarchically hyperbolic structure for the space Z. Observe that Z is hierar-
chically hyperbolic with respect to S “ H, i.e., hierarchically hyperbolic of complexity 0,
if and only if Z is bounded. Similarly, Z is hierarchically hyperbolic of complexity 1 with
respect to the index set S “ tZu, if and only if Z is hyperbolic.

Notation 1.2. Where it will not cause confusion, given U P S, we will often suppress the
projection map πU when writing distances in CU , i.e., given x, y P Z and p P CU we write
dU px, yq for dU pπU pxq, πU pyqq and dU px, pq for dU pπU pxq, pq. Note that when we measure
distance between a pair of sets (typically both of bounded diameter) we are taking the
minimum distance between the two sets. Given A Ă Z and U P S we set

πU pAq “
ď

aPA

πU paq.

1.2. Useful facts about HHS. We now recall results from [BHS19] that will be useful
later on.

Lemma 1.3 ([DHS17, Lemma 1.5]). Let U, V,W P S satisfying UKV , and U, V MW , and
W Ď U, V . Then dV pρUW , ρ

V
W q ď 2E.

Remark 1.4 (Normalisation). As argued in [BHS19, Remark 1.3], it is always possible
to assume that the HHS structure is normalised, that is, for every U P S the projection
πU : Z Ñ CU is uniformly coarsely surjective. In order to do so, one roughly replaces every
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CU with πU pZq, which is itself hyperbolic since it is quasiconvex in CU , and then replaces
every projection ρVU with the composition pU ˝ ρVU , where pU : CU Ñ πU pZq is the coarse
closest point retraction. The resulting space, which is again hierarchically hyperbolic, has
the same set of domains S with the same relations of nesting and orthogonality.

Assumption 1.5. In view of the remark above, we will always assume that the HHS
structures we consider are normalised.

Definition 1.6 (Consistent tuple). Let κ ě 0 and let pbU qUPS P
ś

UPS 2CU be a tuple such
that for each U P S, the U–coordinate bU has diameter ď κ. Then pbU qUPS is κ–consistent
if for all V,W P S, we have

mintdV pbV , ρ
W
V q,dW pbW , ρ

V
W qu ď κ

whenever V&W and

mintdW pbW , ρ
V
W q, diamV pbV Y ρWV pbW qqu ď κ

whenever V Ĺ W .

The following is [BHS19, Theorem 3.1]:

Theorem 1.7 (Realisation). Let pZ,Sq be a hierarchically hyperbolic space. Then for each
κ ě 1, there exists θ “ θpκq so that, for any κ–consistent tuple pbU qUPS, there exists x P Z
such that dV px, bV q ď θ for all V P S.

Observe that the uniqueness axiom (Definition (9)) implies that the realisation point x for
pbU qUPS provided by Theorem 1.7 is coarsely unique.

Definition 1.8 (Product regions and factors). Fix a constant κ ě 0. For any domain U ,
let FU be the set of κ-consistent tuples for U , that is, all tuples pbV qV PSU

that satisfy the
consistency inequalities. Similarly, one can define EU as the set of κ-consistent tuples of
the form pbV qV KU .
Now let PU “ FU ˆEU , which we call the product region associated to U . By the realisation
Theorem 1.7 there is a coarsely well-defined map ϕ : PU Ñ Z. If we fix e P EU , the image of
the factor FU ˆteu, which we will still denote by FU when the dependence on e is irrelevant.
Hence we can metrise FU by endowing it with the subspace metric, which makes it a sub-
HHS of Z with domain set SU “ tV P S|V Ď Uu. Two parallel copies FU ˆ teu and
FU ˆ te1u are quasi-isometric (see e.g. [DHS20, Section 2.2] for more details), thus the
metric structure on FU is well-defined up to quasi-isometry.
A similar argument holds for EU . For more details on product regions, see [CRHK22,
Section 15].

It will often be convenient to think of FU as an abstract space, instead of as a subspace
of Z. This way, whenever V Ď U , we have a (non-unique) embedding FV Ñ FU , given as
follows. Let EU

V be the set of κ-consistent tuples of the form

pbW qWĹU,WKVi @i“1,...,k,
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and choose e P EU
V . Then define a map FV Ñ FU by sending a tuple pyW qWĎV to the tuple

pxW qWĎU , defined as follows:

xW “

#

yW if W Ď V ;

ρVW if V Ĺ W or V&W ; eW if WKV.

In other word, we extend the tuple y “naturally” whenever we have a well-defined projection
from V to W , and then we choose consistent coordinates whenever WKV . This kind of
arguments will be recurrent throughout the paper.

Definition 1.9 (Relative product regions). Fix a constant κ ě 0, and let U, V1, . . . , Vk P S
be such that Vi Ď U and ViKVj for every i, j ď k. The relative product region associated
to V1, . . . , Vk inside U is defined as

PU
tViu

“ FV1 ˆ . . .ˆ FVk
ˆ EU

tViu
Ă FU ,

where EU
tViu

is the set of κ-consistent tuples of the form

pbW qWĹU,WKVi @i“1,...,k.

With a slight abuse of notation, whenever the ambient domain U is clear we will drop the
superscript and refer to the relative product region simply as PtViu

.

The following is [BHS19, Theorem 4.5]:

Theorem 1.10 (Distance formula). Let pZ,Sq be a hierarchically hyperbolic space. Then
there exists s0 such that for all s ě s0, there exist C,K so that for all x, y P Z,

dpx, yq —K,C

ÿ

UPS

ttdU px, yquus .

(The notation ttAuuB denotes the quantity which is A if A ě B and 0 otherwise. The
notation A —λ,λ B means A ď λB ` λ and B ď λA` λ.)

1.3. Groups acting on HHS. First we need to discuss which group actions we allow on
a hierarchically hyperbolic space. The following are some definitions from [BHS19] and
[BHMS20]:

Definition 1.11 (Automorphism). Let pZ,Sq be a HHS. An automorphism consists of a
map g : Z Ñ Z, a bijection g7 : S Ñ S preserving nesting and orthogonality, and, for
each U P S, an isometry g˛pUq : CU Ñ Cpg7pUqq for which the following two diagrams
commute for all U, V P S such that U Ĺ V or U&V :

Z Z

CU Cpg7pUqq

g

πU
π
g7pUq

g˛pUq
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and

CU Cpg7pUqq

CV Cpg7pV qq

g˛pUq

ρUV ρ
g7pUq

g7pV q

g˛pV q

Notice that g must be a uniform quasi-isometry by the distance formula, Theorem 1.10.
Whenever it will not cause ambiguity, we will abuse notation by dropping the superscripts
and just calling all maps g.

We say that two automorphisms g, g1 are equivalent, and we write g „ g1, if g7 “ pg1q7 and
g˛pUq “ pg1q˛pUq for each U P S. Given an automorphism g, a quasi-inverse ḡ for g is an
automorphism with ḡ7 “ pg7q´1 and such that, for every U P S, ḡ˛pUq “ g˛pUq´1. Since
the composition of two automorphisms is an automorphism, the set of equivalence classes
of automorphisms forms a group, denoted AutpSq.

Definition 1.12. A finitely generated group G acts on a HHS pZ,Sq by automorphisms
if there is a homomorphism G Ñ AutpSq.

Remark 1.13. The original definition of an automorphism, which is [BHS19, Definition
1.20], only requires the diagrams from Definition 1.11 to coarsely commute (with uniform
constants). However, as shown in [DHS20, Section 2.1], if G acts on pZ,Sq in the sense
of [BHS19] then one can ensure that the diagrams genuinely commute by perturbing every
πU : Z Ñ CU and every ρUV , whenever the quantity is defined, by a uniformly bounded
amount. This way, up to a single initial change in the constant E, the HHS structure
is unaffected, meaning that the new structure has the same domain set S with the same
relations and the same coordinate spaces.

Definition 1.14 (HHG). A finitely generated group G is hierarchically hyperbolic if there
exists a hierarchically hyperbolic space pZ,Sq and an action G Ñ AutpSq so that the
uniform quasi-action of G on Z is metrically proper and cobounded and S contains finitely
many G–orbits. Then we can equip G with a HHS structure, whose domains and coordinate
spaces are the same as the ones for Z and whose projections are obtained by precomposing
the projections for pZ,Sq with the G-equivariant quasi-isometry G Ñ Z given by the
Milnor-Švarc lemma.

2. Combinatorial HHSs

In this section we recall the definition of a combinatorial HHS and its hierarchically hyper-
bolic structure, as first introduced in [BHMS20].

2.1. Basic definitions. Let X be a simplicial graph.

Definition 2.1 (Induced subgraph). Given a subset S Ď Xp0q of the set of vertices of X,
the subgraph spanned by S is the complete subgraph of X with vertex set S.
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Definition 2.2 (Join, link, star). Given disjoint simplices ∆,∆1 of X, we let ∆‹∆1 denote
the simplex spanned by ∆p0q Y ∆1p0q, if it exists.
For each simplex ∆, the link Lkp∆q is the union of all simplices Σ of X such that ΣX∆ “ H

and Σ‹∆ is a simplex of X. Observe that Lkp∆q “ H if and only if ∆ is a maximal simplex.
The star of ∆ is Starp∆q :“ Lkp∆q ‹∆, i.e. the union of all simplices of X that contain ∆.

Definition 2.3 (X–graph, W–augmented graph). An X–graph is a graph W whose vertex
set is the set of all maximal simplices of X.
For a simplicial graph X and an X–graph W, the W–augmented graph X`W is the graph
defined as follows:

‚ the 0–skeleton of X`W is Xp0q;
‚ if v, w P Xp0q are adjacent in X, then they are adjacent in X`W ;
‚ if two vertices in W are adjacent, then we consider σ, ρ, the associated maximal

simplices of X, and in X`W we connect each vertex of σ to each vertex of ρ.
We equip W with the usual path-metric, in which each edge has unit length, and do the
same for X`W .

2.2. HHS structure. [BHMS20, Theorem 1.18] states that, under some assumptions on
the pair pX,Wq, W has the hierarchically hyperbolic structure described below. First we
define what will be the index set.

Definition 2.4 (Equivalence between simplices, saturation). For ∆,∆1 simplices of X, we
write ∆ „ ∆1 to mean Lkp∆q “ Lkp∆1q. We denote the „–equivalence class of ∆ by r∆s.
Let Satp∆q denote the set of vertices v P X for which there exists a simplex ∆1 of X such
that v P ∆1 and ∆1 „ ∆, i.e.

Satp∆q “

¨

˝

ď

∆1Pr∆s

∆1

˛

‚

p0q

.

We denote by S the set of „–classes of non-maximal simplices in X.

Next we introduce the candidate coordinate spaces:

Definition 2.5 (Complement, link subgraph). Let W be an X–graph. For each simplex
∆ of X, let Y∆ be the subgraph of X`W induced by the set pX`Wqp0q ´Satp∆q of vertices.
Let Cp∆q be the induced subgraph of Y∆ spanned by Lkp∆qp0q. Note that Cp∆q “ Cp∆1q

whenever ∆ „ ∆1. (We emphasise that we are taking links in X, not in X`W , and then
considering the subgraphs of Y∆ induced by those links.)

The following is the equivalent of the finite complexity Axiom (5) in the combinatorial
framework:

Definition 2.6 (Finite complexity). The simplicial complexX has finite complexity if there
exists n P N so that any chain Lkp∆1q Ĺ ¨ ¨ ¨ Ĺ Lkp∆iq, where each ∆j is a simplex of X,
has length at most n; the minimal such n is the complexity of X.

The following is the main definition from [BHMS20]:
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Definition 2.7 (Combinatorial HHS). A combinatorial HHS pX,Wq consists of a simplicial
graph X and an X–graph W satisfying the following conditions:

(1) X has complexity n ă `8, as in Definition 2.6;
(2) There is a constant δ so that for each non-maximal simplex ∆, the subgraph Cp∆q

is δ–hyperbolic and pδ, δq–quasi-isometrically embedded in Y∆, where Y∆ is as in
Definition 2.5;

(3) Whenever ∆ and Σ are non-maximal simplices for which there exists a non-maximal
simplex Γ such that LkpΓq Ď Lkp∆qXLkpΣq, and diampCpΓqq ě δ, then there exists
a simplex Π which extends Σ such that LkpΠq Ď Lkp∆q, and all Γ as above satisfy
LkpΓq Ď LkpΠq;

(4) If v, w are distinct non-adjacent vertices of Lkp∆q, for some simplex ∆ of X, con-
tained in W-adjacent maximal simplices, then they are contained in W-adjacent
simplices of the form ∆ ‹ Σ.

In order to complete the HHS structure on W we are left to define nesting and orthogonality
relations on S, and projections between coordinate spaces.

Definition 2.8 (Nesting, orthogonality, transversality, complexity). Let X be a simplicial
graph. Let ∆,∆1 be non-maximal simplices of X. Then:

‚ r∆s Ď r∆1s if Lkp∆q Ď Lkp∆1q;
‚ r∆sKr∆1s if Lkp∆1q Ď LkpLkp∆qq.

If r∆s and r∆1s are neither K–related nor Ď–related, we write r∆s&r∆1s.
Note that rHs is the unique Ď–maximal „–class of simplices in X and that Ď is a partial
ordering on the set of „–classes of simplices in X. Notice that the simplicial graph X has
finite complexity, in the sense of Definition 2.6, if there exists n P N so that any Ď–chain
has length at most n; the minimal such n is the complexity of X.

Remark 2.9. The definition of K says that any vertex in the link of ∆1 is connected to
any vertex in the link of ∆.

One might be tempted to think of nesting as being equivalent to inclusion of simplices, but
this only works in one direction, namely:

Remark 2.10. Let ∆,∆1 be simplices of X. If ∆ Ď ∆1, then r∆1s Ď r∆s.

Notice that Definition 2.7.(3) can be rephrased as follows:
‚ Whenever ∆ and Σ are non-maximal simplices for which there exists a non-maximal

simplex Γ such that rΓs Ď r∆s, rΓs Ď rΣs, and diampCpΓqq ě δ, then there exists
a simplex Π which extends Σ such that rΠs Ď r∆s and all rΓs as above satisfy
rΓs Ď rΠs.

Our next goal is to define projections from W to Cpr∆sq for r∆s P S.

Definition 2.11 (Projections). Let pX,W, δ, nq be a combinatorial HHS.
Fix r∆s P S and define a map πr∆s :W Ñ 2Cpr∆sq as follows. Let

p : Y∆ Ñ 2Cpr∆sq
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be the coarse closest point projection, i.e.

ppxq “ ty P Cpr∆sq : dY∆
px, yq ď dY∆

px, Cpr∆sqq ` 1u.

Suppose that w is a vertex of W, so w corresponds to a unique simplex Σw of X. Now,
[BHMS20, Lemma 1.15] states that the intersection ΣwXY∆ is non-empty and has diameter
at most 1. Define

πr∆spwq “ ppΣw X Y∆q.

We have thus defined πr∆s :W
p0q Ñ 2Cpr∆sq. If v, w P W are joined by an edge e of W, then

Σv,Σw are joined by edges in X`W , and we let

πr∆speq “ πr∆spvq Y πr∆spwq.

Now let r∆s, r∆1s P S satisfy r∆s&r∆1s or r∆1s Ĺ r∆s. Let

ρ
r∆1s

r∆s
“ ppSatp∆1q X Y∆q,

where p : Y∆ Ñ Cpr∆sq is coarse closest-point projection.
Let r∆s Ĺ r∆1s. Let ρr∆1s

r∆s
: Cpr∆1sq Ñ Cpr∆sq be defined as follows. On Cpr∆1sq X Y∆, it is

the restriction of p to Cpr∆1sq X Y∆. Otherwise, it takes the value H.

We are finally ready to state the main theorem of [BHMS20]:

Theorem 2.12 (HHS structures forX–graphs). Let pX,W q be a combinatorial HHS. Let S
be as in Definition 2.4, define nesting and orthogonality relations on S as in Definition 2.8,
let the associated hyperbolic spaces be as in Definition 2.7, and define projections as in
Definition 2.11.
Then pW,Sq is a hierarchically hyperbolic space, and the HHS constants only depend on
δ, n as in Definition 2.7.

The aim of the present paper is, morally, to establish a “converse” of the previous result,
by showing that any HHS satisfying reasonable hypotheses has a hierarchically hyperbolic
structure that comes from a combinatorial HHS.

3. Combinatorial hyperbolicity from hierarchical hyperbolicity

Fix a hierarchically hyperbolic space pZ,Sq. The goal of this section is to construct a
combinatorial HHS structure pX,Zq for the space Z. The exact statement is Theorem 3.15,
which will require the additional mild assumptions on pZ,Sq that we now present.

3.1. (Weak) wedges. The following property was first articulated in [BR20]. It is a fairly
natural requirement, satisfied by all reasonable naturally occurring examples.

Property 3.1 (Wedges). The HHS pZ,Sq has wedges if for all U, V P S, one of the
following holds:

‚ there exists a unique Ď–maximal T P S such that T Ď U and T Ď V , and we write
T “ U ^ V ;

‚ there does not exist T P S with T Ď U and T Ď V , and we formally write
U ^ V “ H.
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What we will actually need is the following weak version of the wedge property:

Property 3.2 (Weak wedges). The HHS pZ,Sq has weak wedges if for all U, V P S, one
of the following holds:

(1) there exists a T P S such that T Ď U , T Ď V and whenever W P S is a Ď-minimal
domain that is nested in both U and V then W Ď T ;

(2) there does not exist T P S with T Ď U and T Ď V .

Remark 3.3. If pZ,Sq has weak wedges and U, V P S share a common nested domain
then we can find a unique T̄ satisfying the properties of Item (1) which is Ď-minimal among
all domains with the same properties. To do so, let T “ tTiuiPI be the family of domains
which are nested in both U and V and that contain every Ď-minimal domain W which is
nested in both U and V . For any two Ti, Tj P T there exists some T Ď Ti, T Ď Tj which
satisfies the properties in Definition 3.2 for Ti and Tj . Hence T is again an element of
T, since it must contain all Ď-minimal domains which are nested in both Ti and Tj (and
therefore in both U and V ). Now, there must be an element T̄ P T which is nested in
all elements of the family, because otherwise, by the previous observation, we could find
an infinite chain T1 Ľ T2 Ľ . . . which would contradict the finite complexity of the HHS.
Hence, we say that T̄ is the weak wedge of U and V , and denote it by U ^min V .

3.2. Clean containers. The second main property was first articulated in [ABD21], and
is still very natural.

Property 3.4 (Clean containers). The HHS pZ,Sq has clean containers if the following
holds. Let T P S. Suppose that U Ĺ T and

A “ tV P S : V Ĺ T, V KUu ‰ H.

Then there exists UK
T Ĺ T , which we call the orthogonal complement of U inside T , such

that UK
T KU and V Ď UK

T for each V P A.

In other words, the clean container property states that there exists a unique container for
U inside T , as in Definition (3), and it is actually orthogonal to U . When the ambient
domain T coincides with S we simply write UK :“ UK

S .

3.3. Orthogonals for non-split domains. For the next property, which is the first real
requirement on pZ,Sq, we first recall a definition from [BHS17a]:

Definition 3.5 (Friendly). Let V,W P S. Then W is friendly to V if W Ď V or WKV .

Notice that, as often happens in life, friendship is not always a symmetric relation.

Definition 3.6 (Split). A domain U P S is split if there exists a Ď-minimal domain W Ď U
such that, for every V Ď U , we have W Ď V or WKV . We say that W is a Samaritan for
U , since it is friendly to every other V Ď U .

An example of a split domain in the usual HHS structure of the mapping class group is
as follows. Let U be a subsurface given by the disconnected union of an annulus W and
another subsurface. Then W is a Samaritan for U , since any subsurface V Ď U which does
not contain W must be nested in U ´W . We postpone the details to Subsection 9.
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Remark 3.7. Notice that, if W is a Samaritan for U and W Ď U 1 Ď U , then by definition
U 1 is also split with Samaritan W .

Remark 3.8. If U is Ď-minimal then it is trivially split, since it coincides with its unique
Samaritan.

Property 3.9. A hierarchically hyperbolic space has orthogonals for non-split domains if
for every two domains U Ĺ V either U is split or there exists W Ĺ V such that WKU .

3.4. (Everywhere) dense product regions. Finally, for our construction to work we
must require that every coordinate space CU can be reconstructed from the projections
coming from the domains nested inside U .

Property 3.10 (DPR). A hierarchically hyperbolic space pZ,Sq has dense product regions
if there exists a constant M0 such that, whenever U P S is not Ď-minimal, for any p P CU
there exists V Ĺ U such that dU pp, ρVU q ď M0.

Notice that, up to choosing a bigger constant M0, we may always find a domain V Ĺ U as in
the previous property which is also Ď-minimal, since if V Ĺ V 1 Ĺ U then dU pρVU , ρ

V 1

U q ď 10E
by the consistency axiom (4).
Actually, we will use a seemingly stronger, yet equivalent version of the DPR property,
which we now state.

Property 3.11 (EDPR). A hierarchically hyperbolic space pZ,Sq has everywhere dense
product regions if there exists a constant C0 such that the following holds. For every U P S
and every x P FU there exists a maximal family V1, . . . , Vk Ĺ U of Ď-minimal, pairwise
orthogonal domains such that x is C0-close to the relative product region PU

tViui“1,...,k
.

Clearly property (3.11) is stronger than property (3.10). The converse also holds if one
allows a single change in the HHS constant E from Definition 1.1, byt, remarkably, without
changing the rest of the HHS structure, including the domain set and all projections.

Lemma 3.12. Let pZ,Sq be a HHS with the DPR property (3.10), for some constant M0.
Up to a single change in the HHS constant E, pZ,Sq also has the EDPR property (3.11)
for some constant C0 “ C0pM0, Eq.

Proof. We will prove the Lemma by induction on the level l of U , that is, the maximum k
such that there exists a chain U0 Ĺ . . . Ĺ Uk “ U . If l “ 0 then U is Ď-minimal and the
EDPR property (3.11) clearly holds.
Now suppose the theorem holds for every domain of level strictly less than l, and let U be a
domain of level l. Before going on with the proof we recall some definitions from [BHS19].
We will say that the collection U of elements of SU is totally orthogonal if any pair of
distinct elements of U are orthogonal. Given a totally orthogonal family U we say that
W Ď U is U–generic if there exists V P U so that W is not orthogonal to V .
Now fix x P FU that we want to realise with minimal domains. A totally orthogonal
collection S is C–good if any E–partial realisation point y for U, as defined in the partial
realisation axiom (8), has the property that for each W Ď U we have dW pxw, ywq ď C.
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Notice that our goal is to find a maximal family U which is made of minimal supports
and C-good for some uniform constant C. Notice moreover that, if U is C-good but not
maximal, then we can add Ď-minimal domains to U and complete it to a maximal totally
orthogonal family. The latter will again be C-good, because a partial realisation point for
the larger family is also a partial realisation point for U.
A totally orthogonal collection U is C–generically good if any E–partial realisation point y
for U has the property that for each U–generic W we have dW pxw, ywq ď E.
We allow that U can be empty. In this case, we say that a C-partial realisation point for
H is simply a point y such that dU pxU , yU q ď C. Notice that no W is H–generic.
Now the following lemma holds:

Lemma 3.13. For every C ě 100E3 the following holds. Let U be totally orthogonal and
C–generically good but not C–good. Then there exists a totally orthogonal, 10C–generically
good collection U1 with U Ĺ U1, obtained by adding Ď-minimal domains.

This fact is proven exactly as [BHS19, Lemma 3.3], whose proof runs verbatim in our
case. The only difference is that our inductive hypothesis, which replaces that of [BHS19,
Theorem 3.1], allows us to assume that the additional domains are all Ď-minimal.
Now we can prove Lemma 3.12. Recall that we want to realise a point x P FU . If U “ H

is already M0-good we can choose any maximal family of pairwise orthogonal, minimal
domains V1, . . . , Vn Ď U such that dU pxU , ρ

V1
U q ď M0 (whose existence is granted by the

DPR property (3.10)). Then any realisation point y for tpVi, xViqu is also a realisation point
for U “ H, since dU pxU , yU q ď M0 by construction, and therefore x and y are M0-close in
every coordinate space.
Otherwise, since no W is H-generic, we can apply Lemma 3.13 and find a larger U1 which
is 10M0-generically good. If U1 is 10M0-good we can complete it to a maximal family
of pairwise orthogonal, Ď-minimal domains which is again 10M0-good, and we are done.
Otherwise, we can repeat the process with U1. Since there is a bound on the cardinality of
totally orthogonal sets, in finitely many steps we necessarily get a good totally orthogonal
set made of minimal supports, and this concludes the proof. □

3.5. The main theorem.

Remark 3.14 (Normalisation preserves our hypotheses). Before stating the main theorem
we notice that, if pZ,Sq has one of the properties defined in the previous section, then so
does the normalised structure, as defined in Remark 3.14. This is because the new structure
has the same set of domains S with the same relations of nesting and orthogonality, thus all
combinatorial assumptions on the domain set (wedges, clean containers and property (3.9))
are preserved under the normalisation procedure. Moreover, the DPR property (3.10) still
holds as well, since the coarse closest point projection is coarsely Lipschitz. Hence, our
Assumption 1.5 that the HHS structure is normalised does not lose any generality.

Theorem 3.15. Let pZ,Sq be a normalised hierarchically hyperbolic space with weak wedges,
clean containers, the orthogonals for non-split domains property (3.9) and the DPR prop-
erty (3.10). There exists a combinatorial HHS pX,Wq such that Z is quasi-isometric to
W.
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Moreover, let G be a finitely generated group which acts on pZ,Sq by automorphisms. Then
G acts on pX,Wq, and the quasi-isometry f : W Ñ Z is coarsely G-equivariant.

Outline of the proof of Theorem 3.15. The graphs X and W will be constructed in Subsec-
tions 4.2 and 4.3, respectively. Then The four conditions of 2.7 are verified in Subsection
5, and more precisely:

‚ Condition 1 is Corollary 5.10;
‚ The two parts of Condition 2 are proved in Subsections 5.4 and 5.5;
‚ Condition 3 is Lemma 5.7, which is implied by Lemma 5.8;
‚ Condition 4 is Lemma 5.11.

In Definition 4.11 we define a map f : W Ñ Z, which we prove to be a quasi-isometry in
Lemma 5.19. Finally, the “moreover” part is proved in Lemma 6.2. □

4. Construction of the combinatorial HHS

In this Section we construct the pair pX,Wq and of the map f : W Ñ Z.

Remark 4.1. The construction of pX,Wq and f will only require pZ,Sq to have clean
containers. The other hypotheses of Theorem 3.15 will be needed later, to ensure that
pX,Wq is actually a combinatorial HHS and that f is a quasi-isometry.

4.1. Moral compass. Before going into the actual details, we explain the idea of the
construction, and why it should work (at least morally).
First, we consider the graph X̄ whose vertices are all Ď-minimal domains of S (see Definition
4.2). Now, whenever U P S is not Ď-minimal, its coordinate space CU can be reconstructed
by just looking at the projections ρVU coming from the Ď-minimal domains, by the dense
product regions property 3.10, and such projections are close whenever the Ď-minimal
domains are orthogonal, by Lemma 1.3. Hence, in a sense, the graph X̄ will contain all
information about the HHS structure coming from the non-Ď-minimal domains.
However, X̄ does not see the coordinate spaces of Ď-minimal domains. Therefore, for every
vertex V of X̄ we consider its coordinate space CV , which we may assume to be a simplicial
graph up to quasi-isometry (see for example [CdlH16, Lemma 3.B.6]), and we replace V
with the cone over the 0-skeleton CV p0q. This way, the apex of the cone, call it vV , will
have CV p0q inside its link, and after adding the right W-edges we will be able to see CV
as the augmented link of some simplex. Call X the graph obtained after this “blow-up”
procedure (again, see Definition 4.2).
Hence, a vertex of W, which corresponds to a maximal simplex of X, is the data of a
collection V1, . . . , Vk of pairwise orthogonal and Ď-minimal domains, and a point xi P CVi
for all i “ 1, . . . , k. Such a collection tpVi, xiqu admits a unique realisation point, in the
sense of Theorem 1.7, thus we can define a map f between vertices of W and points in Z
(see Definition 4.11).
Regarding the edges of W, morally we would like to say that, if Σ “ tpVi, xiqui“1,...,k and
∆ “ tpWj , xjquj“1,...,l are two maximal simplices, then they are W-adjacent if and only if
their realisation points are close, so that f is a quasi-isometry almost by definition. In turn,
such realisation points are close if and only if their coordinates are close in every coordinate



MANY HHS ARE COMBINATORIAL HHS 17

space. For some technical reasons (mainly appearing in the proof of Lemma 5.11), the
exact definition of the edges of W will also take into account the supports tViui“1,...,k and
tWjuj“1,...,l of the two simplices: the more these supports intersect, the further we allow
the coordinates of the realisation points to be (see Definition 4.10).

4.2. The minimal orthogonality graph and its blow-up. The first step in the proof
of Theorem 3.15 is to construct the simplicial complex X, which will heavily depend on
both Z and the actual HHS structure. For the purpose of this subsection we do not need
to assume any property on pZ,Sq.
Let Smin be the set of Ď–minimal elements of S. Let X̄p1q be the graph with vertex-set
Smin, with U, V P Smin joined by an edge when UKV . Let X̄ be the flag complex on X̄p1q.
For each U P Smin we can assume, up to quasi-isometry, that CU is a graph. Thus let LpUq

be the cone on pCUqp0q, and denote by vU the cone-vertex. Let Xp1q be the graph formed
from

Ů

UPSmin
LpUq by joining each vertex of LpUq to each vertex of LpV q whenever UKV

(i.e. whenever U, V are adjacent in X̄p1q). Let X be the flag complex on Xp1q.

Figure 1. U and V are orthogonal, Ď-minimal domains. Therefore, the cone over
pCUqp0q (here, in red) and the cone over pCV qp0q (in blue) form a join. Notice that any
two points in pCUqp0q are not adjacent.

Definition 4.2 (Blow-up). Define the retraction p : X Ñ X̄ by collapsing each subcomplex
LpUq to the vertex U . We will refer to X̄ as the minimal orthogonality graph of the structure
pZ,Sq, and to X as the blow-up of X̄.

For each simplex ∆ of X, let ∆̄ “ pp∆q be the image simplex in X̄. We will say that ∆ is
supported in ∆̄.
Given a simplex ∆ of X and a vertex U P ∆̄, let ∆U “ ∆Xp´1pUq. Note that ∆U is either
a vertex of ∆ or an edge of ∆. Moreover, we have

∆ “ ‹UPp̄∆qp0q∆U .

A careful inspection of the construction yields the following (compare with [HMS22, Lemma
4.12]):

Lemma 4.3 (Decomposition of links). Let ∆ be a simplex of X. Then

Lkp∆q “ p´1pLkX̄p∆̄qq ‹ p‹UP∆̄p0qLkp´1pUqp∆U qq.
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Corollary 4.4. Let ∆ be a simplex of X. Then one of the following holds:
(1) Lkp∆q is either a single vertex or a non-trivial join.
(2) For each U P ∆̄p0q, we have that ∆U is an edge.
(3) The simplex ∆̄ is maximal inside X̄ and the following holds. There exists U P ∆̄p0q

such that ∆U “ vU , and for every V P ∆̄p0q ´ tUu we have that ∆V is an edge.

Proof. If at least two of the terms of the join from Lemma 4.3 are non-empty then Lkp∆q

is a non-trivial join, and Item (1) holds. Thus suppose that exactly one of the terms of the
join is non-empty, so that Lkp∆q coincides with that term.
If p´1pLkX̄p∆̄qq ‰ H then for every U P ∆̄p0q we have Lkp´1pUqp∆U qq “ H. Hence ∆U is
an edge, and Item (2) is satisfied (see the picture on the left in Figure 2).
Otherwise, suppose that p´1pLkX̄p∆̄qq “ H (that is, that ∆̄ is a maximal simplex) and
that Lkp´1pUqp∆U qq “ H for all domains except one, call it U0. In particular, we have that

Lkp∆q “ Lkp´1pU0qp∆U0qq.

If ∆U0 “ vU0 then we are in the case of Item (3) (see the central picture in Figure 2).
Otherwise ∆U0 is a point in pCUqp0q, and therefore Lkp´1pU0qp∆U0qq “ vU0 is a single point,
thus again giving Item (1) (see the picture on the right in Figure 2). □

lk

Figure 2. All cases in which Lkp∆q (represented by the dashed ellipses) is not a non-
trivial join.

Remark 4.5. By definition, the maximum cardinality of a simplex in X is twice the
maximum cardinality of a family of Ď-minimal, pairwise orthogonal domains, which is
bounded above by the complexity of the HHS structure by [BHS19, Lemma 2.1]. Thus X
has finite dimension.

4.3. Edges between maximal simplices. Now we define the graph W for the combina-
torial HHS pX,Wq. The construction of this subsection will only require pZ,Sq to have
clean containers.
Let MpXq be the set of maximal simplices of X. The vertex set of the graph W is MpXq.
Now, given σ P MpXq, let U1, . . . , Un P Smin be the vertices of ppσq (a maximal collection
of pairwise orthogonal elements), so that σ “ ‹n

i“1tvUi , xiu, where xi P CUi and tvUi , xiu
is the edge of X joining vUi to xi. We will refer to the domains U1, . . . , Un P Smin as the
support of σ, and to the points xi P CUi as the coordinates prescribed by σ.
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Definition 4.6. Let σ “ ‹n
i“1tvUi , xiu be a maximal simplex of X. Define the tuple

bpσq “ pbV qV PS P
ś

V PS 2CV as follows. Let V P S. Note that V is not properly nested
in any Ui, since each Ui P Smin. Moreover, V cannot be orthogonal to all of the Ui;
otherwise, we could choose V 1 Ď V with V 1 P Smin and observe that V 1KUi for all i,
contradicting maximality of σ. So, for some i ď n, we have either Ui&V or Ui Ĺ V or
Ui “ V . In particular, if V R tU1, . . . , Unu, then for some i we have a set ρUi

V Ă CV of
diameter at most E. Moreover, by Lemma 1.3 and the fact that UiKUj for all i ‰ j, we
have diamp

Ť

iďn,UiMV ρ
Ui
V q ď 10E.

Then:
‚ If V “ Ui for some i ď n set bV “ xi. This is why we called xi the coordinate

prescribed by σ.
‚ Otherwise, let bV P CV be bV “

Ť

iďn,UiMV ρ
Ui
V , which is a non-empty set of diameter

at most 10E.

Definition 4.7 (Co-level). Let U P S. We define the co-level of U , denoted by co-lvpUq,
as the maximum k such that there exists a chain of the form U “ U0 Ĺ . . . Ĺ Uk “ S.

Notice that if U Ĺ V then co-lvpUq ŋ co-lvpV q. Moreover, the maximum co-level is n´ 1,
where n is the complexity of the HHS structure.

Definition 4.8 (Orthogonal complement). Let ∆̄ “ tU1, . . . , Uku be a non-empty simplex
inside X̄ and let V be a domain such that Ui Ď V for all i. If there exists T Ĺ V that is
orthogonal to all Ui then the orthogonal complement of ∆̄ inside V , which we will denote
as ∆̄K

V , is constructed inductively as follows:
‚ set tU1uK

V as the orthogonal complement of U1 inside V , as in Definition 3.4;
‚ If tU1, . . . , Uiu

K
V has already been defined, then tU1, . . . , Ui`1uK

V is the orthogonal
complement of Ui`1 inside tU1, . . . , Uiu

K
V .

If V “ S we denote the orthogonal complement of ∆̄ in the maximal domain simply as ∆̄K.

Notice that the definition is independent of the order of the vertices, because by construction
∆̄K

V is also the unique Ď-maximal element T which is nested inside V and is orthogonal to
all vertices of ∆̄.

Notation 4.9. With an innocent abuse of notation, we could say that:
‚ the orthogonal complement of the empty simplex is the Ď-maximal element S, and

co-lvpSq “ 0;
‚ the orthogonal complement of a maximal simplex is empty, and co-lvpHq “ n.

Now we can finally define the edges of W.

Definition 4.10 (W–edges). Let Σ,∆ be two maximal simplices of X and let Σ̄, ∆̄ be their
supports. Let bpΣq “ pbU qUPS and bp∆q “ pcU qUPS. Let n be the complexity of the HHS
structure. Let λ ě 0 be some constant.
Let W “ pΣ̄ X ∆̄qK be the orthogonal complement of the intersection, and let k be the co-
level of W (with the Notation 4.9 for the exceptional cases). Then Σ and ∆ are W–adjacent
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if and only if, for every U P S,

dCU pbU , cU q ď pk ` 1qλ.

In other words, the more two adjacent simplices share their supports, the further away we
let them be in the fewer and fewer domains where bU and cU may actually differ. Notice
that the definition depends on the constant λ, which we will later choose to be large enough.

4.4. The realisation map. Finally, we define the map f : W Ñ Z that will be the
required quasi-isometry.

Definition 4.11 (Realisation map). For every simplex σ “ ‹n
i“1tvUi , xiu, the partial real-

isation axiom (8) provides the existence of a realisation point z such that:

‚ dUipxi, πUipzqq ď E;
‚ for every V P S such that Ui Ĺ V or Ui&V for some i ď n we have that
dV pρUi

V , πV pzqq ď E.

In other words, the coordinates of z are E-close to the tuple bpσq from Definition 4.6, and
we say that z realises bpσq. Moreover, by the uniqueness axiom (9) we have that z is
uniformly coarsely unique, and the bound only depends on E. Hence, setting fpσq “ z
gives a well-defined coarse map f : W Ñ Z.

Remark 4.12 (Consistency of bpσq). The existence of a z that realises bpσq also shows that
the latter is a 20E-consistent tuple. Indeed, every coordinate of bpσq has diameter at most
10E and is E-close to the corresponding coordinates of z, which satisfies the consistency
axiom (4).

5. Proof of the main Theorem

Unless otherwise stated, in this Section we will work under the following assumption:

Assumption 5.1. pZ,Sq is a normalised hierarchically hyperbolic space with weak wedges
(3.2), clean containers (3.4), the orthogonals for non-split domains property (3.9) and the
DPR property (we will work with its strong form, which is property (3.11)). For every
U P S let FU be the space of 20E-consistent partial tuples. Let X be the graph from
Subsection 4.2, and let W be the graph from Subsection 4.3, whose edges depend on the
constant λ from Definition 4.10, that we will later choose (see Lemma 5.11, Claim 5.15 and
Lemma 5.19). Finally, let f : W Ñ Z be the realisation map from Definition 4.11.

We choose FU to be the space of 20E-consistent tuples, in order to include the tuples of
the form bpσq from Definition 4.6.
Now our goal is to prove the following, which readily implies the first half of Theorem 3.15:

Theorem 5.2. Under Assumption 5.1 there exists rλ ě 0 such that, whenever λ ě rλ, the
pair pX,Wq is a combinatorial HHS, and f is a quasi-isometry.
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5.1. Weak orthogonal complements. Before getting into the proof, we develop some
more technical notation and lemmas regarding the interaction between weak wedges and
clean containers.

Definition 5.3 (Weak orthogonal complement). Let ∆̄ “ tU1, . . . , Uku be a simplex inside
X̄. Then its weak orthogonal complement is

∆̄K
min :“ ∆̄K ^min ∆̄K.

In other words, ∆̄K
min is the unique domain T P S such that:

‚ TKU for every U P ∆̄;
‚ T contains every V P Smin which is orthogonal to ∆̄ (that is, every V P LkX̄p∆̄q);
‚ T is Ď-minimal among domains with the previous properties.

The weak orthogonal complement is uniquely determined by the link of ∆̄, in the following
sense:

Lemma 5.4. Let ∆̄, Σ̄ be two simplices inside X̄. Then the following are equivalent:
(1) Lkp∆̄q Ď LkpΣ̄q;
(2) ∆̄K

min Ď Σ̄K
min.

Proof. (1 ñ 2) Let T :“ ∆̄K
min ^min Σ̄K

min Ď Σ̄K
min. Since T Ď ∆̄K

min, we have that TKU for
every U P ∆̄. Moreover, by definition of weak wedge, T contains every V P Smin which
is nested inside both ∆̄K

min and Σ̄K
min, that is, every V P LkX̄p∆̄q X LkX̄pΣ̄q “ LkX̄p∆̄q.

Therefore, by minimality of ∆̄K
min, we must have that T “ ∆̄K

min, hence ∆̄K
min Ď Σ̄K

min.
(2 ñ 1) Simply notice that, if V is Ď-minimal, then V P Lkp∆̄q if and only if V Ď ∆̄K

min,
by definition of ∆̄K

min, and the same holds for Σ̄. □

Corollary 5.5. Let ∆̄, Σ̄ be two simplices inside X̄. Then Lkp∆̄q “ LkpΣ̄q if and only if
∆̄K

min “ Σ̄K
min.

Lemma 5.6. Let ∆̄ be a simplex of X̄. Then exactly one of the following holds:
(1) ∆̄K

min “ ∆̄K;
(2) ∆̄K

min is split.
Moreover, in the second case Lkp∆̄q is the cone with cone point V P Lkp∆̄q.

Proof. Clearly ∆̄K
min Ď ∆̄K, and if they do not coincide then the orthogonals for non-split

domains property 3.9 states that either ∆̄K
min is split or there exists V Ď ∆̄K such that

V K∆̄K
min. But then there exists some Ď-minimal domain V 1 Ď V which lies in ∆̄K but not

in ∆̄K
min, contradicting the definition of the latter.

For the “moreover” part just notice that, if V is a Samaritan for ∆̄K
min, then V is orthogonal

to any other vertex of Lkp∆̄q. □

5.2. Intersection of links and finite complexity. Now we turn to the proof of Theorem
5.2. First we check the parts of Definition 2.7 that depend on X only.
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Lemma 5.7 (Verification of Definition 2.7.(3)). Let Σ,∆ be non-maximal simplices of X
and suppose that there exists a non-maximal simplex Γ such that rΓs Ď rΣs, rΓs Ď r∆s and
diampCprΓsqq ě 3. Then there exists a non-maximal simplex Π which extends Σ such that
rΠs Ď r∆s and all Γ as above satisfy rΓs Ď rΠs.

Arguing as in the proof of [BHMS20, Theorem 6.4] (more precisely, at the beginning of
the paragraph named “pX,W q is a combinatorial HHS”), one sees that Lemma 5.7 is
implied by the following, which is [BHMS20, Condition 6.4.B] there:

Lemma 5.8. Under Assumption 5.1, let Σ,∆ be non-maximal simplices of X. Then there
exist two (possibly empty or maximal) simplices Π,Ψ Ă X such that Σ Ă Π and

LkpΣq X Lkp∆q “ LkpΠq ‹ Ψ.

Proof of Lemma 5.8. We subdivide the proof into two major steps.

Finding the support of the extended simplex: Let Σ̄ and ∆̄ be the supports of Σ,∆,
respectively, and let Σ̄K, ∆̄K P S be their orthogonal complements. Let Φ̄ “ ∆̄ X LkpΣ̄q,
and let Y0 be the orthogonal complement of Φ̄ inside Σ̄K, that is, Y0 “ pΣ̄ ‹ Φ̄qK. Finally,
set Θ̄ “ Ψ̄ “ H. We will progressively add vertices to these simplices, which will form the
supports of the simplices Π and Ψ we are looking for.
If Σ̄K and ∆̄K have no common nested domain we formally set W0 “ H. Otherwise, let
W0 “ Σ̄K ^min∆̄

K be the weak wedge of the orthogonal complements. Since by construction
W0 is nested in ∆̄K, every vertex of Φ̄ is orthogonal to W0, Thus W0 Ď Y0, since W0 is also
nested in Σ̄K and Y0 is a clean container.
Now we do the following procedure, which is divided into three parts.

Part 1 : If W0 “ H or W0 is non-split then we can set W 1 “ W0 and Y 1
0 “ Y0 and skip

to Part 2. Otherwise, there exists a Samaritan U1 Ď W0 such that U1KV for every other
Ď-minimal domain V Ĺ W0, and we add U1 to Ψ̄. Then let W1 “ tU1uK

W0
(which might be

empty), and similarly let Y1 “ tU1uK
Y0

. Clearly W1 Ď Y1, thus if W1 is again split we can
repeat this argument with Y1 and W1. This procedure, which adds one vertex at a time to
Ψ̄, must end after at most n steps by the finite complexity axiom (5), since every new Wi

is properly nested into Wi´1 for all i. Moreover, this procedure stops when W 1 “ Ψ̄K
W0

is
either empty or non-split. Set Y 1

0 “ Ψ̄K
Y0

(which again might be empty).

Part 2 : Now, if W 1 “ H we choose a simplex Θ̄ “ tV1, . . . , Vku of pairwise orthogonal,
Ď-minimal domains inside Y 1

0 , and we skip to Part 3. Otherwise W 1 Ď W0 is a non-split
domain which is nested inside Y 1

0 Ď Y0. If W 1 “ Y 1
0 we set Θ̄ “ H. Otherwise, by the

orthogonals for non-split domains property (3.9) there exists a Ď-minimal domain V1 Ď Y 1
0

such that V1KW 1. Then let Y 1
1 “ tV1uK

Y 1
0
, which contains W 1 and is properly nested into

Y 1
0 . Now we can iterate this construction with W 1 and Y 1

1 , and the procedure has to stop
after at most n steps since Y 1

i is properly nested inside Y 1
i´1 for all i. Thus, in the end we

find a simplex Θ̄ “ tV1, . . . , Vku of Ď-minimal and pairwise orthogonal domains, which are
nested in Y 1

0 and whose orthogonal complement inside Y 1
0 is W 1.
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Part 3 : Summing up, we have defined some (possibly formally empty) domains and two
simplices Ψ̄, Θ̄ Ă X̄ such that

$

’

’

’

’

&

’

’

’

’

%

Y0 “ pΣ̄ ‹ Φ̄qK;

Y 1
0 “ Ψ̄K

Y0
;

W0 “ Σ̄K ^min ∆̄K;

W 1 “ Ψ̄K
W0

“ Θ̄K
Y 1
0
.

Hence we have that

pΣ̄ ‹ Φ̄ ‹ Ψ̄ ‹ Θ̄qK “ W 1 Ď W0 “ Σ̄K ^min ∆̄K.

Since LkpΣ̄q X Lkp∆̄q is the subgraph of X spanned by all Ď-minimal domain that are
nested inside W0, the previous nesting can be restated as

LkpΣ̄q X Lkp∆̄q Ě LkpΣ̄ ‹ Φ̄ ‹ Ψ̄ ‹ Θ̄q,

and since the domains of Ψ̄ lie in W0 by the construction from Part 1 we also have that

LkpΣ̄q X Lkp∆̄q Ě LkpΣ̄ ‹ Φ̄ ‹ Ψ̄ ‹ Θ̄q ‹ Ψ̄.

Moreover, the converse inclusion is also true, since by the construction of Part 1 we have
that, if a minimal domain V is nested in W0, then either V is one of the vertices of Ψ̄ or
V Ď Ψ̄K

W0
“ W 1. Then we have proved that

(1) LkpΣ̄q X Lkp∆̄q “ LkpΣ̄ ‹ Φ̄ ‹ Ψ̄ ‹ Θ̄q ‹ Ψ̄,

where
$

’

&

’

%

Φ̄ “ LkpΣ̄q X ∆̄;

Ψ̄ Ď Lkp∆̄q X LkpΣ̄q;

Θ̄ Ď LkpΣ̄q ´ Starp∆̄q.

Finding the extension of Σ: Let Λ̄ “ Φ̄ ‹ Ψ̄ ‹ Θ̄, and let Π be the simplex defined as
follows:

‚ ppΠq “ Σ̄ ‹ Λ̄;
‚ If U P Σ̄ does not belong to Starp∆̄q then ΠU is an edge containing ΣU , so that
Lkp´1pUq pΠU q “ H;

‚ If U P Σ̄ X Lkp∆̄q then ΠU “ ΣU ;
‚ If U P Σ̄ X ∆̄ then ΠU “ ΣU whenever ΣU and ∆U are single vertices “of the same

kind” (that is, either they are both the vertex of the cone or they are both points
in the base); otherwise ΠU is an edge containing Σv. In other words, we choose ΠU

so that
Lkp´1pUq pΠU q “ Lkp´1pUqpΣU q X Lkp´1pUqp∆U q;

‚ If U P Φ̄ then ΠU “ ∆U ;
‚ If U P Ψ̄ then ΠU is the cone point vU .
‚ If U P Θ̄ then ΠU is an edge, so that Lkp´1pUq pΠU q “ H;
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ΠU Σ̄ LkpΣ̄q

∆̄ extend ΣU if needed ∆U for every U P Φ̄

Lkp∆̄q ΣU vU for every U P Ψ̄

X̄ ´ Starp∆̄q complete ΣU to an edge choose an edge for every U P Θ̄

Figure 3. Schematic representation of the simplex Π. Each cell describes how ΠU is
defined whenever the domain U belongs to the area given by the intersection between
the row label and the column label (for example, if U P Σ̄ X Lkp∆̄q we have that
ΠU “ ΣU ).

Moreover, we define the simplex Ψ such that ppΨq “ Ψ̄ and that, for every U P Ψ̄, ΨU “ vU
(this is exactly how we defined ΠU for U P Ψ̄).
We are finally ready to prove that Lkp∆q X LkpΣq “ LkpΠq ‹ Ψ. First we notice that
Ψ Ď Lkp∆q X LkpΣq since its support is Ψ̄, whose vertices lie in W0. Next we argue that
LkpΠq Ď Lkp∆q. Let u P LkpΠq and let U “ ppuq. If U P Σ̄ ‹ Λ̄ then a careful inspection of
how we defined Π shows that u P Lkp∆q. Otherwise U P LkpΣ̄ ‹ Λ̄q Ă Lkp∆̄q, and therefore
u P Lkp∆q. Thus we showed that Lkp∆q X LkpΣq Ě LkpΠq ‹ Ψ.
For the converse inclusion, let u P Lkp∆q X LkpΣq, so that U “ ppuq belongs to StarpΣ̄q X

Starp∆̄q and u P pLkp´1pUqΣU q X pLkp´1pUq∆U q. There are four possible cases:
‚ If U P Σ̄ X ∆̄ then pLkp´1pUqΣU q X pLkp´1pUq∆U q “ Lkp´1pUqpΠU q, as we already

noticed.
‚ If U P Σ̄XLkp∆̄q then ∆U “ H, and again by construction we have pLkp´1pUqΣU qX

pLkp´1pUq∆U q “ Lkp´1pUqΣU “ Lkp´1pUqpΠU q.
‚ Symmetrically, if U P LkpΣ̄q X ∆̄ “ Φ̄ then ΣU “ H, and we have pLkp´1pUqΣU q X

pLkp´1pUq∆U q “ Lkp´1pUq∆U “ Lkp´1pUqpΠU q.
‚ Finally, suppose U P LkpΣ̄q XLkp∆̄q, that is, U is nested in W0. Then by construc-

tion either U is nested in W 1 or U P Ψ̄. In the former case U P LkpΣ̄ ‹ Λ̄q, hence
u P LkpΠq. In the latter case, either u “ vU is the cone point, which belongs to Ψ,
or u P Lkp´1pUqpvU q, and since ΠU “ vU we have that u P LkpΠq.

This concludes the proof. □

We point out the following by-product of the proof:

Corollary 5.9. Under Assumption 5.1, let Σ̄, ∆̄ be two simplices of X̄. Then there exist
two simplices Λ̄, Ψ̄ Ă LkpΣ̄q such that

LkpΣ̄q X Lkp∆̄q “ LkpΣ̄ ‹ Λ̄q ‹ Ψ̄.

Furthermore, we can assume that LkpΣ̄ ‹ Λ̄q is not the cone with cone point V P LkpΣ̄ ‹ Λ̄q.

Proof. The first part of the statement is just Equation (1). For the “furthermore” part, if
LkpΣ̄ ‹ Λ̄q is the cone with cone point V P LkpΣ̄ ‹ Λ̄q, then we have that

LkpΣ̄ ‹ Λ̄q ‹ Ψ̄ “ LkpΣ̄ ‹ Λ̄ ‹ V q ‹ Ψ̄ ‹ V.
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In this case we can set Λ̄1 “ Λ̄ ‹ V and Ψ̄1 “ Ψ̄ ‹ V , and then we check again if LkpΣ̄ ‹ Λ̄1q

is a cone with cone point V 1. This process must end after finitely many steps, since X̄ has
finite dimension by Remark 4.5. □

As a consequence of the previous Lemma we can also verify another axiom:

Corollary 5.10 (Verification of Definition 2.7.(1)). Under Assumption 5.1, X has finite
complexity in the sense of Definition 2.8.

Proof. One can argue exactly as in the proof of [BHMS20, Claim 6.8], which only uses that
X has finite dimension, as pointed out in Remark 4.5, and [BHMS20, Condition 6.4.B],
which is our Lemma 5.8. □

5.3. Edges of links.

Lemma 5.11 (Verification of Definition 2.7.(4)). Under Assumption 5.1, there exists a
constant λ0 “ λ0pEq such that W has the following property whenever λ ě λ0. Let ∆ be
a non-maximal simplex of X. Suppose that v, w P Lkp∆q are distinct vertices contained
in W–adjacent maximal simplices σv, σw. Then there exist W–adjacent maximal simplices
Πv,Πw of X such that ∆ ‹ v Ď Πv and ∆ ‹ w Ď Πw.

Proof. Recall that p : X Ñ X̄ is the retraction from Definition 4.2 that maps every vertex
of the blow-up to its support. Moreover, for every maximal simplex σ “ ‹k

i“1tvUi , xiu of
X, where Ui P S and xi P CUi, let pbpσqW qWPS be the tuple from Definition 4.6, which was
defined as follows:

bpσqW “

#

xi if W “ Ui;
Ť

UiMW ρUi
W otherwise.

Set V “ ppvq, W “ ppwq and ∆̄ “ pp∆q. Let σv, σw be the two W–adjacent simplices
containing v and w, respectively, and let Σ̄ “ σ̄v X σ̄w (which is possibly empty). Let
k “ co-lvpΣ̄K

minq. Recall that, by Definition 4.10 of the edges of W, we have that, for every
U P S,

dCU pbpσvqU , bpσwqU q ď pk ` 1qλ.

If V “ W then we can complete ∆ to two simplices Πv,Πw with the same support (so that,
in the sense of Notation 4.9, the co-level is n) and such that v P Πv, w P Πw and these
simplices coincide away from V . Since

dV pbpΠvqV , bpΠwqV q “ dV pbpσvqV , bpσwqV q ď pk ` 1qλ ď pn` 1qλ,

while by construction dU pbpΠvqU , bpΠwqU q “ 0 whenever U ‰ V , we are done.
If V KW then we can complete ∆ to a simplex Πv “ Πw containing both v and w, and we
have nothing to prove.

Thus assume that V ‰ W and V MW . In particular none of them lies inside either ∆̄ or Σ̄.
Therefore V,W P LkpΣ̄qXLkp∆̄q. By Corollary 5.9 we can find two simplices Φ̄, Φ̄1 Ă LkpΣ̄q

such that
LkpΣ̄q X Lkp∆̄q “ Lkp∆̄ ‹ Φ̄q ‹ Φ̄1.
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Moreover, we can assume that Lkp∆̄‹ Φ̄q is not a cone with any of its vertices as cone point,
which implies that p∆̄ ‹ Φ̄qK

min “ p∆̄ ‹ Φ̄qK by Lemma 5.6.
Now, notice that V cannot lie in Φ̄1, since otherwise it would be orthogonal to every other
vertex of LkpΣ̄q XLkp∆̄q, including W . Hence V must lie in Lkp∆̄ ‹ Φ̄q, and the same holds
for W . Now set Ψ̄v “ σ̄v X Lkp∆̄ ‹ Φ̄q, which contains V as we just argued, and similarly
Ψ̄w “ σ̄w X Lkp∆̄ ‹ Φ̄q. The situation in X̄ is therefore as in Figure 4.

V P Ψ̄v

Φ̄ ∆̄ Σ̄

W P Ψ̄w

Figure 4. The simplices involved in the construction of Lemma 5.11, where edges
denote joins in X̄. Actually, Σ̄ and ∆̄ ‹ Φ̄ need not be disjoint, but none of them can
contain V or W .

Now, Lkp∆̄ ‹ Φ̄q Ď LkpΣ̄q by construction, or equivalently p∆̄ ‹ Φ̄qK
min Ď Σ̄K

min by Lemma
5.4. Hence

(2) p∆̄ ‹ Φ̄qK “ p∆̄ ‹ Φ̄qK
min Ď Σ̄K

min Ď Σ̄K.

There are two possible cases, depending on whether the two orthogonal complements coin-
cide or not.

Case 1. Suppose first that p∆̄‹Φ̄qK “ Σ̄K. This means that σ̄v “ Σ̄‹Ψ̄v, because a support
of σ̄v which is orthogonal to Σ̄ must also be orthogonal to ∆̄ ‹ Φ̄. Therefore ∆̄ ‹ Φ̄ ‹ Ψ̄v

is already a maximal simplex, and the same is true for ∆̄ ‹ Φ̄ ‹ Ψ̄w. Now complete ∆ to
maximal simplices Πv, Πw as follows:

‚ Πv is supported on ∆̄ ‹ Φ̄ ‹ Ψ̄v, and similarly Πw is supported on ∆̄ ‹ Φ̄ ‹ Ψ̄w;
‚ if U P ∆̄ and ∆U X pCUqp0q “ H (that is, if ∆ does not prescribe the coordinate for
U) then choose the same coordinate both for Πv and Πw;

‚ if U P ∆̄ and ∆U X pCUqp0q “ tpUu (that is, if ∆ already prescribes the coordinate
for U) then set Πv “ Πw “ tvU , pUu;

‚ if U P Φ̄, choose the same coordinate both for Πv and Πw;
‚ if U P Ψ̄v choose for Πv the coordinate prescribed by σv, and similarly if U P Ψ̄w

choose for Πw the coordinate prescribed by σw.
Now, since Σ̄K “ p∆̄ ‹ Φ̄qK they have the same co-level k. Thus, in order to show
that Πv and Πw are W–adjacent, it is enough to prove that, for any U P S, we have
dCU pbpΠvqU , bpΠwqU q ď pk ` 1qλ, because ppΠvq and ppΠwq coincide at least on ∆̄ ‹ Φ̄.
If UMp∆̄ ‹ Φ̄q then clearly dCU pbpΠvqU , bpΠwqU q “ 0. Otherwise U is also orthogonal to Σ̄,
and by maximality of σv it cannot be orthogonal to every vertex of σ̄v´Σ̄ “ Ψ̄v. This means
that bpΠvqU “ bpσvqU , since they both depend only on the coordinates over Ψ̄v, which are
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the same for both Πv and σv by construction. For the same reason bpΠwqU “ bpσwqU . This
in turn means that

dCU pbpΠvqU , bpΠwqU q “ dCU pbpσvqU , bpσwqU q ď pk ` 1qλ.

Case 2. Now we are left to deal with the case when p∆̄ ‹ Φ̄qK Ĺ Σ̄K. We will find two
maximal simplices Πv,Πw whose supports extend ∆̄ ‹ Φ̄ ‹ Ψ̄v and ∆̄ ‹ Φ̄ ‹ Ψ̄w, respectively,
and then it will suffice to prove that, for every domain U P S, we have

dCU pbpΠvqU , bpΠwqU q ď pk ` 2qλ.

In other words, it will be enough to loosen the threshold just by adding a single λ. Since
co-lvpp∆̄ ‹ Φ̄ ‹ Ψ̄vqKq ň co-lvpΣ̄Kq “ k we will then have that Πv and Πw are W–adjacent.
Let Θ̄v “ σ̄v´pΣ̄‹Ψ̄vq be the simplex spanned by all remaining vertices of σ̄v. Moreover, let
Rv “ p∆̄‹Φ̄‹Ψ̄vqK, if it exists (if not, the following construction is unnecessary because our
simplex is already maximal). Notice that Rv is also orthogonal to Σ̄, hence every domain
U Ď Rv is orthogonal to every domain in Σ̄ ‹ Ψ̄v, and therefore it cannot be orthogonal to
every vertex of Θ̄v by maximality of σ̄v “ Σ̄ ‹ Ψ̄v ‹ Θ̄v.
Then let rv “ prvU qUĎRv P FRv be the tuple defined as follows:

‚ if U P Θ̄v then rvU is the coordinate prescribed by σv;
‚ otherwise rvU “

Ť

ρU
1

U where the union varies among all U 1 P Θ̄v whose projection
to U is defined.

By the previous argument, rvU is well-defined for any U Ď Rv. Moreover, arguing exactly as
in Remark 4.12, one sees that rv is indeed a 20E-consistent tuple, and therefore an element
of FRv .
Now, if Rv is Ď-minimal then rv is just a point in CRv, and we set Ω̄v “ Rv and Ωv as the
edge tvRv , r

vu. Otherwise, by the EDPR property (3.11) there exist a maximal family of
pairwise orthogonal, Ď-minimal domains Ω̄v “ tO1, . . . , Olu whose realisation point is C0-
close to the realisation of r in FRv . This means that, if we define the simplex Ωv, supported
in Ω̄v, by choosing for every I P Ω̄v the coordinate rvI , then for every U Ď Rv and every
maximal simplex Ω1

v containing Ωv, the U -coordinate of the realisation tuple bpΩ1
vq is M -

close to rvU , where M “ MpC0, Eq is a constant coming from the distance formula, Theorem
1.10.
Define Θ̄w, Rw, Ω̄w analogously, so that the situation looks like in Figure 5.
Then complete ∆ to maximal simplices Πv, Πw as follows:

‚ Πv is supported on ∆̄‹Φ̄‹Ψ̄v ‹Ω̄v, and similarly Πw is supported on ∆̄‹Φ̄‹Ψ̄w ‹Ω̄w;
‚ if U P ∆̄ ‹ Φ̄, choose the same coordinates both for Πv and Πw;
‚ if U P Ψ̄v choose for Πv the coordinate coming from σv, and similarly if U P Ψ̄w

choose for Πw the coordinate coming from σw
‚ if U P Ω̄v choose the coordinate coming from Ωv, and similarly if U P Ω̄v choose the

coordinate coming from Ωv.
Now we show that for every U P S we have dCU pbpΠvqU , bpΠwqU q ď pk ` 2qλ.
If UMp∆̄ ‹ Φ̄q then clearly dCU pbpΠvqU , bpΠwqU q “ 0. Otherwise U is also orthogonal to Σ̄,
since p∆̄ ‹ Φ̄qK Ď Σ̄K.
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Ω̄v V P Ψ̄v Θ̄v

Φ̄ ∆̄ Σ̄

Ω̄w W P Ψ̄w Θ̄w

Figure 5. The simplices of X̄ involved in the second case of the proof of Lemma
5.11, where edges represent joins. By construction σ̄v “ Σ̄ ‹ Ψ̄v ‹ Θ̄v, and similarly for
σ̄w “ Σ̄ ‹ Ψ̄w ‹ Θ̄w.

Claim 5.12. If UKp∆̄ ‹ Φ̄q then dCU pbpΠvqU , bpσvqU q ď M .

Proof of Claim 5.12. First suppose that UMΨ̄v. Then bpΠvqU and bpσvqU both contain the
set

αv
U “

#

pΨvqU if U P Ψ̄v;
Ť

TPΨ̄v , TMU ρ
T
U otherwise.

We are left with the case when UK∆̄ ‹ Φ̄ ‹ Φ̄v. In this case bpΠvqU contains the set

βvU “

#

pΨvqU if U P Ω̄v;
Ť

TPΩ̄v , TMU ρ
T
U otherwise.

But by our definition of Ωv, βv is M -close to the coordinate

rvU “

#

pΨvqU if U P Θ̄v;
Ť

TPΘ̄v , TMU ρ
T
U otherwise,

which is a subset of bpσvqU . □

The proof of the Claim also applies to Πw and σw. Hence

dCU pbpΠvqU , bpΠwqU q ď dCU pbpσvqU , bpσwqU q ` 2M ď pk ` 1qλ` 2M.
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Therefore it is enough to choose λ0 “ 2M , so that pk ` 1qλ ` 2M ď pk ` 2qλ whenever
λ ě λ0. □

5.4. Hyperbolic links. Recall that, for any domain U , we defined FU as the space of
20E-consistent tuples for U , which is a sub-HHS of pZ,Sq with maximal domain U . For
convenience, up to quasi-isometry we can assume that FU is a graph (again, by [CdlH16,
Lemma 3.B.6]). Moreover, for every V Ĺ U one has the relative product region PU

V Ă FU ,
which we will often refer to as PV when the ambient domain will be clear.

Definition 5.13. The factored space F̂U associated to U is the graph obtained from FU

by coning off the product region PV for every V Ĺ U .

We will denote by HV the vertex of the cone over PV . By [BHS17a, Corollary 2.9 and
Remark 2.10], if Z is a normalised HHS then F̂U is uniformly quasi-isometric to CU , and
therefore uniformly hyperbolic. More precisely, the quasi-isometry is induced by the pro-
jection πU : FU Ñ CU . Then the strategy to prove that links of simplices inside X are
hyperbolic will be to show that each of them is either bounded, quasi-isometric to a coor-
dinate space or to a factored space.

Lemma 5.14. Under Assumption 5.1, there exists λ1 ě λ0 such that the following holds
whenever λ ě λ1. There exists δ, depending both on λ and on the HHS structure, such
that, for every non-maximal simplex ∆ Ă X, the associated coordinate space Cpr∆sq is
δ-hyperbolic.

Proof. We consider all possible shapes of Lkp∆q, according to Corollary 4.4.

If Lkp∆q is a point or a non-trivial join: In this case Cpr∆sq, which is obtained by
adding edges to Lkp∆q, has diameter at most 2, and therefore it is 2-hyperbolic.

If ∆ is almost-maximal and ∆U “ vU for some U P ∆̄: In this case Lkp∆q is the base
of the cone over CU . Now, by construction two points p, q P Lkp∆q belong to W–adjacent
maximal simplices if and only if

dCU pp, qq ď pn` 1qλ.

This shows that Cpr∆sq and CU are quasi-isometric with uniform constants, and since CU
is E-hyperbolic then Cpr∆sq is δ-hyperbolic for some constant δ “ δpλ,E, nq.

If ∆W is an edge for every W P ∆̄: In this case Cpr∆sq is p2, 2q-quasi-isometric to the
subgraph of X̄`W spanned by Lkp∆̄q, via the retraction p : X Ñ X̄. Let Lkp∆̄q`W be this
subgraph, and let U “ ∆̄K.
Now, if U is Ď-minimal then Lkp∆̄q`W consists only of U , hence is uniformly bounded.
Then suppose that U is non-Ď-minimal. At the level of vertices we can define a map
ψ : Lkp∆̄q`W Ñ F̂U by sending every Ď-minimal domain V Ĺ U to the cone point HV

over the corresponding product region PV . Our goal is to prove that ψ is a quasi-isometry
with uniform constants, and therefore Lkp∆̄q`W is uniformly hyperbolic.
First we show that ψ is coarsely surjective. For every x P FU , by the EDPR property (3.11)
we can find a maximal family V1, . . . , Vk Ĺ U of Ď-minimal domains whose product region
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is C0-close to x. Then in particular the product region PV1 is C0-close to x in FU , which
means that the corresponding cone point HV1 “ ψpV1q is pC0 ` 1q-close to x in F̂U .
Next, we prove that the map ψ is uniformly Lipschitz, by showing that adjacent vertices in
Lkp∆̄q`W map to uniformly close points inside F̂U . If V, V 1 Ĺ U are Ď-minimal domains
which are joined by an edge of W then one of the following must hold:

‚ V KV 1: in this case the product regions PV and PV 1 are already uniformly close
inside FU . Indeed, if one chooses two coordinates p P CV and p1 P CV 1 then, by the
partial realisation axiom (8) for the sub-HHS FU , one can find an element x P FU

whose coordinates must satisfy the following properties:
$

’

’

’

&

’

’

’

%

dV pxV , pq ď E;

dV 1pxV 1 , p1q ď E;

dU pxU , ρ
V
U q ď E whenever UMV ;

dU pxU , ρ
V 1

U q ď E whenever UMV 1.

Therefore, by definition, x belongs to both PV and P 1
V . This means that the cone

points HV and HV 1 are at distance at most 2.
‚ There exist two maximal simplices Π, Π1 which extend ∆ and such that V P Π̄ and
V 1 P Π̄1, and for every W P S we have

dCW pbpΠqW , bpΠ
1qW q ď p1 ` co-lvpUqqλ ď p1 ` nqλ.

In this case let x “ pbpΠqW qWĎU and x1 “ pbpΠ1qW qWĎU be the corresponding
tuples inside FU . By the Distance Formula (Theorem 1.10) for the sub-HHS FU ,
the distance of these points is bounded by some constant D depending only on
λ, n,E. Moreover x P PV and x1 P PV 1 by construction, and therefore x is adjacent
to HV inside F̂U and similarly for x1 and HV 1 . Therefore dF̂U

pHV , HV 1q ď 2 `D.
In order to complete the proof that ψ is a quasi-isometry we need the following, which is
the only spot where we have to choose λ1 carefully:

Claim 5.15. Under Assumption 5.1, and with the notation of Lemma 5.14, there exists
λ1 ě λ0 such that the following holds whenever λ ě λ1. Let V,W Ĺ U be two Ď-minimal
domains. If the product regions PV and PW lie within distance at most 2C0 ` 1 in FU ,
where C0 is the constant from the EDPR property (3.11), then V and W are W–adjacent
in Lkp∆̄q`W .

Proof of Claim 5.15. Let y P PV , z P PW be two points that are p2C0 ` 1q-close in FU .
Moreover, let Θ̄ “ tT1, . . . , Tlu be a family of pairwise orthogonal, Ď-minimal domains
such that TiKU for all i “ 1, . . . , l. Our goal is to complete Θ̄ to a maximal family
V “ V0, V1, . . . , Vk of pairwise orthogonal, Ď-minimal elements whose product region is
uniformly close to y, and similarly for W and z.
If V “ V0 has no orthogonal inside U then we have nothing to do. Otherwise, define
a “ pyIqIĎV K P FV K

U
as the coordinates of y in the domains of the orthogonal complement.

If V K
U is not itself minimal, by the EDPR property (3.11) there exist a maximal family

V1, . . . , Vk Ĺ V K
U of Ď-minimal and pairwise orthogonal domains whose product region
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inside FV K
U

is C0-close to a. Either way, there exist pi P CVi, for i “ 0, . . . , k, such that the
realisation point bpΣq of the simplex Σ “ ‹k

i“0tvVi , piu Ă X is C0-close to y. Arguing the
same way for W we can find a simplex Σ1, whose support contains W and whose realisation
point is C0-close to w. Therefore the realisation points of these two simplices are p4C0 `1q-
close, and since projections to coordinate spaces are uniformly coarsely Lipschitz there
exists M “ MpC0q such that, for every domain I P S, dCIpbpΣq, bpΣ1qq ď M . Therefore, if
we set λ1 “ M we have that, whenever λ ě λ1, for every I P S

dCIpbpΣq, bpΣ1qq ď λ.

Hence Σ and Σ1 are W–adjacent by definition, and therefore V and W are W–adjacent in
Lkp∆̄q`W . □

Now, we claim that dLkp∆̄q`W pV, V 1q ď 4dF̂U
pHV , HV 1q`2 for every two Ď-minimal domains

V, V 1 Ĺ U , and this will complete the proof that ψ is a quasi-isometric embedding. Consider
a geodesic γ Ă F̂U from HV to HV 1 . The vertices of γ can either be tuples of FU or cone
points associated to product regions. Let x1, . . . , xk be the vertices of γ belonging to FU ,
and for every xi consider a Ď-minimal domain Ii whose product region is C0-close to xi in
FU , which exists by the EDPR property (3.11). Then the situation in F̂U is as shown in
Figure 6.

HV HW HV 1

x1 x2 x3

HI1 HI2 HI3

Figure 6. The continuous segments represent the path γ Ă F̂U . For each vertex xi
of γ which lies inside FU we choose a Ď-minimal domain Ii P S whose product region
is C0-close to xi in FU .

Now, Claim 5.15 implies that V is W–adjacent to I1 (since x1 P PV by construction), and
similarly that V 1 is W–adjacent to Ik. Then the proof is complete if we show that, for every
i “ 1, . . . , k ´ 1, dLkp∆̄q`W pIi, Ii`1q ď 4, because then dLkp∆̄q`W pV, V 1q ď 4Lpγq ` 2 where
Lpγq is the length of γ.
Thus let xi, xi`1 be two consecutive vertices of γ X FU . If they are joined by an edge
of FU (in Figure 6 this happens to x1 and x2) we have that PIi and PIi`1 are at most
p2C0 ` 1q-close, thus Ii and Ii`1 are W–adjacent by Claim 5.15.
Otherwise γ might contain a segment of the form txi, HW , xi`1u, where W Ĺ U is a domain
such that xi, xi`1 P PW (in Figure 6 this happens to x2 and x3).
If W is Ď-minimal then by Claim 5.15 we see that Ii and W are W–adjacent, and similarly
for Ii`1 and W . Therefore dLkp∆̄q`W pIi, Ii`1q ď 2.
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Otherwise suppose that W is not Ď-minimal, and let yi “ ppxiqT qTĎW P FW , which is again
20E-consistent since it is a sub-tuple of a consistent tuple. By the EDPR property (3.11)
there exists a minimal domain Ri Ĺ W such that yi is C0-close to the relative product
region PW

Ri
inside FW . This also means that the whole tuple xi is C0-close to the relative

product region PRi “ PU
Ri

inside FU , since any tuple in PW
Ri

can be completed to a tuple
in PU

Ri
by choosing some coordinates for the domains T Ď WK

U . Therefore Ii and Ri are
W–adjacent, by Claim 5.15, since their product regions in FU are p2C0 ` 1q–close.
Now, if W is split then pick a Samaritan Q Ď W . Hence either Ri “ Q, or RiKQ and
therefore they are W–adjacent. Then dLkp∆̄q`W pIi, Qq ď 2, and by repeating this procedure
with Ii`1 and the same Samaritan Q we also get that dLkp∆̄q`W pIi`1, Qq ď 2. Therefore
dLkp∆̄q`W pIi, Ii`1q ď 4.
If otherwise W is non-split, by property (3.9) there exists a minimal domain Q1 Ĺ U which
is orthogonal to W . Then Q1 and Ri are W–adjacent since they are orthogonal, and arguing
as before we get that

dLkp∆̄q`W pIi, Ii`1q ď dLkp∆̄q`W pIi, Q
1q ` dLkp∆̄q`W pQ1, Ii`1q ď 4.

This concludes the proof. □

5.5. QI-embedding of coordinate spaces.

Lemma 5.16. Under Assumption 5.1, whenever λ ě λ1 there exists a constant δ1, depend-
ing both on λ and on the HHS structure, such that, for every non-maximal simplex ∆ Ă X,
the associated coordinate space Cpr∆sq is pδ1, δ1q-quasi-isometrically embedded inside Y∆.

Proof. Again, we look at all possible shapes of Lkp∆q. If it is a single point or a non-
trivial join then of course it is p2, 2q-quasi-isometrically embedded inside Y∆. In all other
cases, since Cpr∆sq is a subgraph of Y∆, it will be enough to construct a coarsely Lipschitz
retraction from Y∆ to Lkp∆q.

If ∆ is almost maximal: Let U be the Ď-minimal domain such that ∆U “ vU . Then
Lkp∆qp0q is the copy of pCUqp0q inside X, and since in Lemma 5.14 we showed that Cpr∆sq is
uniformly quasi-isometric to CpUq, we will often replace distances in Cpr∆sq with distances
in CpUq without explicit mention.

Claim 5.17. Y∆ is the subgraph spanned by Lkp∆qp0q “ pCUqp0q and the cones over CV for
all Ď-minimal domains V&U . In other words

Y∆ “ spanX`W

$

&

%

CU p0q Y
ď

ppvq&U

tvu

,

.

-

.

Proof of Claim 5.17. Since, by definition Y∆ “ spanX`W tX ´ Satp∆qu
p0q, we will equiva-

lently prove that
Satp∆qp0q “ tvUu Y

ď

ppvqKU

tvu.
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Indeed, clearly vU P Satp∆qp0q, while CU p0q XSatp∆q “ H. Moreover, whenever V “ ppvq is
orthogonal to U , it is possible to complete tU, V u to a maximal family of pairwise orthogonal
domains Σ̄ “ tU, V, V1, . . . , Vku, and we can find an almost-maximal simplex Σ supported in
Σ̄ which contains v and such that LkpΣq “ Lkp∆q “ CU p0q. Hence v P Satp∆q. Conversely,
if v P Satp∆q then Lkpvq Ě Lkp∆q by definition, therefore V “ ppvq either coincides with,
or is orthogonal to U . □

Now, at the level of vertices, we can define a retraction r : Y∆ Ñ Cpr∆sq as follows:

rpvq “

#

v if v P pCpr∆sqqp0q;

ρ
ppvq

U otherwise.

Notice that the retraction is well-defined, as a consequence of Claim 5.17. We are left to
prove that this retraction is coarsely Lipschitz. Let v, v1 be two adjacent vertices in Y∆,
and we will show that dCp∆qprpvq, rpv1qq is uniformly bounded from above.

‚ If both v, v1 belong to pCUqp0q then they are adjacent in Cpr∆sq, by how the latter
is defined.

‚ If v P pCUqp0q but v1 R pCUqp0q then, setting V 1 “ ppv1q we must have that U&V 1.
Moreover, by definition of W–edges, there must be two simplices σ, σ1 such that
v P σ, v1 P σ1 and the corresponding realisation tuples bpσq, bpσ1q are at least
pn ` 1qλ-close in every coordinate space. Now bpσqU “ v by construction, while
bpσ1qU is a set of diameter 10E which contains that ρV 1

U . Hence

dU prpvq, rpv1qq “ dU pv, ρV
1

U q “ dU pbpσqU , bpσ
1qU q ` 10E ď pn` 1qλ` 10E.

‚ We are left with the case where both v, v1 do not belong to pCUqp0q, and we want
to find an upper bound for dU prpvq, rpv1qq “ dU pρVU , ρ

V 1

U q, where V “ ppvq and
V 1 “ ppv1q. If V “ V 1 then we have nothing to prove. Otherwise V and V 1 may
be adjacent in X̄`W for two different reasons. If V K V 1, then by Lemma 1.3 we
see that dU pρVU , ρ

V 1

U q ď 2E. Otherwise there are two simplices σ, σ1 such that v P σ,
v1 P σ1 and the corresponding realisation tuples bpσq, bpσ1q are at least pn`1qλ-close
in every coordinate space. Then, similarly to the previous case, we have that

dU pρVU , ρ
V 1

U q ď dU pbpσq, bpσ1qq ` 20E ď pn` 1qλ` 20E.

If ∆V is an edge for every V P ∆̄: Let ∆̄ “ tV1, . . . , Vlu and let U be the orthogonal
complement of ∆̄. If U is split then Lkp∆q is a join, and therefore it is quasi-isometrically
embedded into Y∆ since it is uniformly bounded.
Thus we can assume that U is non-split. The next step is the following:

Claim 5.18. If a vertex v P X belongs to Y∆ then V “ ppvq is not orthogonal to U , and
therefore ρppvq

U is well-defined.

Proof of Claim 5.18. We prove the contrapositive of the statement, that is, we show that
if V “ ppvq is orthogonal to U then v P Satp∆q. We have that U Ď V K, and either they
coincide or there exists a Ď-minimal domain V1 inside V K such that V1KU , by property
(3.9) (which applies since we are in the case when U is non-split). Then after finitely many
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steps we can find a simplex Σ̄ “ tV “ V0, . . . , Vku containing V and whose orthogonal
complement is U . Then U “ Σ̄K “ ∆̄K, and therefore LkX`W pΣ̄q “ LkX`W p∆̄q because
they are both spanned by the Ď-minimal domains inside U . Hence, since ppvq “ V P Σ̄ we
have that v P Satp∆q. □

Now, the proof of Lemma 5.14 gives a uniform quasi-isometry Cpr∆sq ÞÑ F̂U , mapping the
cone over a Ď-minimal domain V Ĺ U to the cone point HV . In turn, FU is uniformly
quasi-isometric to CU via the projection map. Hence the composition of these maps is a
quasi-isometry ψ : Cpr∆sq Ñ CU , which maps the cone over a Ď-minimal domain V Ĺ U
to ρVU .
Now define r : Y∆ Ñ Cpr∆sq by mapping every vertex v P Y∆ to ρppvq

U P CU (which is well-
defined by Claim 5.18) and then applying the inverse quasi-isometry ψ´1 : CU Ñ Cpr∆sq.
Notice that if ppvq Ď U then rpvq “ ppvq, and therefore r is a coarse retraction onto Cpr∆sq.
We are left to prove that, whenever v, v1 P Y∆ are adjacent vertices, then dU pρ

ppvq

U , ρ
ppv1q

U q is
uniformly bounded from above, and therefore r is coarsely Lipschitz as it is the composition
of a Lipschitz map and the uniform quasi-isometry ψ´1. There are three possibilities:

‚ If ppvq “ ppv1q then we have nothing to prove.
‚ If ppvqKppv1q then by Lemma 1.3 we have dU pρ

ppvq

U , ρ
ppv1q

U q ď 2E;
‚ If v, v1 lie in W-adjacent simplices σ, σ1, respectively, then we have that

dU pρ
ppvq

U , ρ
ppv1q

U q ď dU pbpσq, bpσ1qq ` 20E ď pn` 1qT ` 20E

This concludes the proof. □

5.6. The realisation map is a quasi-isometry. We are left to prove the following
Lemma, which concludes the proof of Theorem 5.2:

Lemma 5.19. Under Assumption 5.1 there exists λ2 ě λ1 such that, whenever λ ě λ2, the
map f : W Ñ Z from Definition 4.11 is a quasi-isometry.

Proof. First we show that f is Lipschitz. Given two W–adjacent simplices Σ,∆, we have
that, for every U P S, dCU pbpΣqU , bp∆qU q ď pn ` 1qλ, because n is the maximum co-level,
so gives the highest threshold in the Definition 4.10 of W–edges. Moreover, since fpΣq

realises bpΣq and fp∆q realises bp∆q, for every U P S we have that

dCU pfpΣq, fp∆qq ď 2E ` dCU pbpΣqU , bp∆qU q ď 2E ` pn` 1qλ.

Thus, by the distance formula (Theorem 1.10), there exists M “ MpE, λ, nq such that
dZpfpΣq, fp∆qq ď M . This proves that f is M -Lipschitz.
Furthermore, f is coarsely surjective. Indeed, the whole HHS Z coincides with FS , where
S P S is the Ď-maximal element. Hence, by the EDPR property 3.11 there exists a
constant C0 such that every z P Z is C0-close to the product region PtViui“1,...,k

associated
to a maximal family V1, . . . , Vk of Ď-minimal, pairwise orthogonal domains. In particular,
z is C0-close to some realisation point z1 for some simplex ∆, and such a point uniformly
coarsely coincides with fp∆q by the uniqueness axiom (9).
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We are left to prove that, for every two maximal simplices Σ,∆ of X, their distance in W
is bounded above in terms of dZpfpΣq, fp∆qq. Now, Z is a K-quasigeodesic metric space
for some K ě 0, therefore it is possible to find a pK,Kq-quasigeodesic path

γ “ tx0 “ fpΣq, x1, . . . , xl´1, xl “ fp∆qu

from fpΣq to fp∆q. In particular, the number l of vertices of this path is bounded above
by KdZpfpΣq, fp∆qq `K, and for every i “ 0, . . . , l ´ 1 we have that dZpxi, xi`1q ď 2K
Moreover, by coarse surjectivity of f , for every i “ 1, . . . , l´1 we can find a simplex Σi such
that fpΣiq is C0-close to xi. Hence, setting Σ0 “ Σ and Σl “ ∆, for every i “ 0, . . . , l ´ 1
we have that dZpfpΣiq, fpΣi`1qq ď D, where D “ 2C0 ` 2K.

Claim 5.20. If λ2 is large enough, each two consecutive simplices Σi and Σi`1 must be
W–adjacent.

If this is true we are done, since then

dWpΣ,∆q ď

l´1
ÿ

i“0

dWpΣi,Σi`1q “ l ď KdZpfpΣq, fp∆qq `K.

To prove the claim notice that, by the distance formula Theorem 1.10, there exists a constant
M0 “ M0pDq such that, for every U P S, we have that dCU pfpΣiq, fpΣi`1qq ď M0. Then in
turn dCU pbpΣiq, bpΣi`1qq ď M0 ` 2E, and if we choose λ2 ě M0 ` 2E we have that Σi and
Σi`1 are W–adjacent whenever λ ě λ2 (regardless of how their supports intersect, because
λ is the tightest threshold for the definition of a W–edge). □

6. Adding a group action

Here we make some remarks on the construction of the combinatorial HHS for the case
when Z is acted on by some finitely generated group G, in the sense of Subsection 1.3.
First, we want to show that the construction from Section 4 is G-equivariant, that is, the
action of G on Z induces a “compatible” action on pX,Wq. This will prove the “moreover”
statement of Theorem 3.15. Then, in Theorem 6.6 we will prove that, if G has a HHG
structure coming from the action on Z then it will also have a HHG structure coming from
the action on pX,Wq.
The following is the combinatorial counterpart of Definition 1.12:

Definition 6.1. We say that a group G acts on the pair pX,Wq, where W is an X-graph, if
G acts on X by simplicial automorphisms, and the G–action on the set of maximal simplices
of X extends to an action on W.

Here we show that if we start with a G-action on pZ,Sq then the pair pX,Wq inherits a
G-action:

Theorem 6.2. Let pZ,Sq be a HHS with clean containers. Let G be a finitely generated
group acting on an HHS pZ,Sq by automorphisms. Let pX,Wq be the graphs constructed in
Subsections 4.2 and 4.3. Then G acts on pX,Wq. Moreover, the realisation map f : W Ñ Z
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from Definition 4.11 is coarsely G-equivariant, meaning that for every g P G the following
diagram coarsely commutes, with constants independent of g:

W Z

W Z

f

g g

f

Remark 6.3. The space pZ,Sq is only required to have clean containers since this is the
only requirement to build the two graphs pX,Wq, as pointed out in Remark 4.1.

Proof of Theorem 6.2. The group G acts on the domain set S, preserving nesting and
orthogonality, therefore there is an induced action on the minimal orthogonality graph X̄,
mapping every vertex U to g7pUq. This action extends to the blow-up graph X if, for every
Ď-minimal domain U , every point p P CU and every g P G we set

gppq :“ g˛pUqppq P Cpg7pUqq.

With a slight abuse of notation, we will denote the image of a vertex v P X under the action
of an element g P G simply by gv. Similarly, we will drop the superscript for the action on
X̄ and set gU :“ g7pUq.
Now we show that the induced action on MpXq preserves W–edges. Let Σ,∆ be two
maximal simplices and let Σ̄, ∆̄ be their supports. Let W “ pΣ̄ X ∆̄qK, in the sense of
Notation 4.9 for the exceptional cases, and for every g P G let W 1 “ pgΣ̄Xg∆̄qK. Clearly we
have that gW “ W 1 since the action preserves orthogonality, and the co-level k “ co-lvpW q

coincides with the co-level of gW since the action preserves nesting.
Now, if Σ and ∆ are W–adjacent then the realisation tuples bpΣq, bp∆q are pk`1qλ-close in
every coordinate space. Thus, in order to prove that gpΣq and gp∆q are again W–adjacent,
one needs to show that also bpgΣq, bpg∆q are pk`1qλ-close in every coordinate space. Notice
that we need the same threshold on distances, since the co-levels coincide.
Recall that, if ∆̄ “ tU1, . . . , Uku then the realisation tuple of ∆ is

bp∆qV “

#

xi if V “ Ui P ∆̄;
Ť

V MUi
ρUi
V otherwise.

If we apply g to all coordinates we get

gpbp∆qV q “

#

gpxiq if gV “ gUi P ∆̄;
Ť

gV MgUi
gρUi

V “
Ť

gV MgUi
ρgUi

gV otherwise.

where we used that, as discussed in Remark 1.13, we can assume that ρgUgV “ gρUV for every
g, U, V . On the other hand the latter expression is the realisation tuple of g∆ by definition,
thus we just showed that for every V P S we have bpg∆qgV “ gpbp∆qV q. Therefore

dCgV pbpg∆qgV , bpgΣqgV q “ dCgV pgpbp∆qV q, gpbpΣqV qq “ dCV pbp∆qV , bpΣqV q,
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where we used that the map CV Ñ CpgV q induced by g is an isometry. This means that
if bpΣq and bp∆q are pk ` 1qλ-close in every coordinate space then so are bpgΣq and bpg∆q,
and therefore g preserves W–adjacency.
Finally, in order to prove that the realisation map f : W Ñ Z is coarsely G-equivariant we
just note that, as proved above, for every g P G and every maximal simplex ∆ P Wp0q, we
have that the tuple bpg∆q, which coarsely coincides with the coordinates of fpg∆q, is equal
to gbp∆q. Moreover, as discussed in Remark 1.13, we can assume that for every g P G,
V P S and p P Z we have that πgV pgpq “ gπV ppq. This, applied to p “ fp∆q, tells us that

πgV pgfp∆qq “ gπV pfp∆qq „ gpbp∆qV q “ bpg∆qgV „ πgV pfpg∆qq,

where „ denotes equality up to a bounded error. Thus the coordinates of gfp∆q and
fpg∆q coarsely coincide in every coordinate space, and by the uniqueness axiom we have
that dZpgfp∆q, fpg∆qq ď E. □

Next we turn our attention to actions with more structure:

Theorem 6.4 ([BHMS20]). Let pX,Wq be a combinatorial HHS, and let G be a group
acting on X with finitely many orbits of subcomplexes of the form Lkp∆q, where ∆ is a
simplex of X. Suppose moreover that the action on maximal simplices of X extends to an
action on W, which is metrically proper and cobounded. Then G acts metrically properly
and coboundedly on W and with finitely many G-orbits of domains, and therefore it is a
HHG.

Proof. This is the “moreover” part of [BHMS20, Theorem 1.18]. As stated there, the theo-
rem requires the G-action on X to be cocompact, but as discussed in [BHMS20, Remark
1.19] the proof only uses that there are finitely many G-orbits of links of simplices. □

Definition 6.5. We will say that a group G satisfying the hypotheses of Theorem 6.4
is a combinatorial hierarchically hyperbolic group, meaning that the HHS structure from
Definition 1.14 is inherited from the action on a combinatorial HHS.

Here we show that, under a mild assumption on the action of G on S, every HHG whose
underlying HHS satisfies the hypotheses of Theorem 5.2 is a combinatorial HHG.

Theorem 6.6. Let G be a hierarchically hyperbolic group, and let pZ,Sq be a hierarchically
hyperbolic space on which G acts metrically properly and coboundedly. Suppose that pZ,Sq

has weak wedges, clean containers, the orthogonals for non-split domains property (3.9),
and the DPR property (3.10). Moreover, suppose that the action G ö S has finitely many
orbits of unordered tuples tV1, . . . , Vku of pairwise orthogonal elements, for every k ď n.
Then G acts on the pair pX,Wq constructed in Subsections 4.2 and 4.3, and the action
satisfies the hypothesis of Theorem 6.4. Hence G is a combinatorial HHG.

Proof. Combining Lemma 6.2 and Theorem 5.2 we get that pX,Wq is a combinatorial
HHS, that G acts on pX,Wq, and that the realisation map f : W Ñ Z is a coarsely G-
equivariant quasi-isometry. The latter fact already implies that G acts metrically properly
and coboundedly on W, because the same properties hold for the G-action on Z.
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Then we are left to prove that the G-action on X has a finite number of orbits of the form
Lkp∆q, where ∆ is a simplex of X. Recall that, by Lemma 4.3, the link of ∆ is given by

Lkp∆q “ p´1pLkX̄p∆̄qq ‹ p‹UP∆̄p0qLkp´1pUqp∆U qq.

Let ∆̄ “ tU1, . . . , Uku, and let W “ ∆̄K be its orthogonal complement. Then Lkp∆q is
uniquely determined by the tuple tW,U1, . . . , Uku and by the choice of Lkp´1pUiq

p∆Uiq for
every i. The assumption on the action of G on S tells us that there is a finite number of G-
orbits of tuples of the form tW,U1, . . . , Uku, because these elements are pairwise orthogonal
by definition. Moreover, given such a tuple, for every i we have that Lkp´1pUiq

p∆Uiq can
only be one of the following:

‚ If ∆Ui “ vUi is the tip of the cone then Lkp´1pUiq
p∆Uiq “ pCUiq

p0q is the base of the
cone;

‚ If ∆Ui is a point in the base then Lkp´1pUiq
p∆Uiq “ vUi ;

‚ If ∆Ui is an edge then Lkp´1pUiq
p∆Uiq “ H

Therefore there are three possible choices for every Ui, and this concludes the proof that
G ö X has finitely many orbits of the form Lkp∆q. □

Remark 6.7. If G is a HHG, but the underlying space pZ,Sq does not have the DPR
property already, then in general it is not possible to find another HHG structure which
satisfies the hypotheses of Theorem 6.6. However, as we will see in Remark 7.9, if for every
U P S the stabiliser StabGpUq acts coboundedly on CU , then one can add finitely many
orbits of Ď-minimal domains to S to ensure the DPR property.

7. Some other hypotheses

The hypotheses of Theorem 3.15 are rather technical, so in this section we present some
more “natural” ones, and we describe how they relate to each other and to the original ones.
We also show that, in certain cases, one can match the requirements of Theorem 3.15 by
adding (quite a lot of) bounded coordinate spaces.
We start with some possible requirements on the domain set.

Property 7.1. A hierarchically hyperbolic space has the strong orthogonal property if for
every two domains U Ĺ V there exists W Ĺ V such that UKW .

Property 7.2. A hierarchically hyperbolic space has the weak orthogonal property if for
every two domains U Ĺ V , if U is non-Ď-minimal there exists W Ĺ V such that UKW .

Both these properties imply the orthogonals for non-split domains property (3.9), since
every Ď-minimal domain is trivially split (it coincides with its unique Samaritan).

Property 7.3. A hierarchically hyperbolic space pZ,Sq has bounded split coordinate spaces
if there exists c ě 0 such that, for every U P S ´ S which is split and non-Ď-minimal, the
corresponding coordinate space CU has diameter at most c.

Lemma 7.4 (Comparison between properties). Let pZ,Sq be a normalised hierarchically
hyperbolic space with wedges and clean containers. Then each of the following properties
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implies the lower ones, meaning that if pZ,Sq has some property (i) from the list, and
j ą i, then there exists a normalised HHS structure pZ,S1q, with S Ă S1 and satisfying
wedges, clean containers and property (j):

(1) pZ,Sq has the strong orthogonal property (7.1);
(2) pZ,Sq has the weak orthogonal property (7.1);
(3) pZ,Sq has the weak orthogonal property (7.1) and dense product regions (3.10);
(4) pZ,Sq has orthogonals for non-split domains (3.9) and bounded split coordinate

spaces (7.3);
(5) pZ,Sq has orthogonals for non-split domains (3.9) and dense product regions (3.10).

Proof of Lemma 7.4. The implication 1 ñ 2 is trivial. 3 ñ 4 follows from Lemma 7.5 and
the fact that Ď-minimal domains are split. The implication 2 ñ 3 is Lemma 7.7, while
Lemma 7.6 is 4 ñ 5. □

Lemma 7.5. If a normalised HHS pZ,Sq has the DPR property (3.10) then it has the
bounded split coordinate spaces property (7.3).

We should think of the bounded split coordinate space property as the fact that product
regions are dense in split domains, and this is morally why Lemma 7.5 holds.

Proof. Let U be a non-minimal split domain and let W be one of its Samaritans. By
the DPR property, for every q P CU there exists a minimal domain V Ĺ U such that
dCU

`

q, ρVU
˘

ď M0. Now it suffices to notice that, since W is a Samaritan, we must have that
either V “ W or V KW , and by Lemma 1.3 we have that diamCU pρWU , ρ

V
U q ď 10E. Therefore

q is pM0 ` 10Eq-close to ρWU , and therefore CU has diameter at most 2pM0 ` 10Eq. □

The following lemmas show that, if one starts with more general hypotheses, there is often
a way to modify the HHS structure in order to ensure the DPR property.

Lemma 7.6. Let pZ,Sq be a normalised HHS with wedges, clean containers and satisfying
the bounded split coordinate spaces property (7.3) and the orthogonals for non-split domains
property (3.9). Then there exists a normalised HHS structure pZ,S1q such that S Ď S1

and pZ,S1q has wedges, clean containers, the DPR property (3.10) and the orthogonals for
non-split domains property (3.9).

Lemma 7.7. Let pZ,Sq be a normalised HHS with wedges, clean containers and the weak
orthogonal property (7.2). Then there exists a normalised HHS structure pZ,S1q such that
S Ď S1 and pZ,S1q has wedges, clean containers, the weak orthogonal property (7.2) and
the DPR property (3.10).

The strategy for proving these two lemmas is the same, so we present an extensive proof
only of Lemma 7.6, which is more complicated. Here is a list of the changes which are
needed to prove Lemma 7.7:

‚ A domain TU
x must be added for every non-minimal U (thus not only if U is non-

split);
‚ The argument below to show the DPR property for wide domains will apply to all

non-Ď-minimal domains;
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‚ Since S and S1 will have the same non-Ď-minimal domains, the weak orthogonal
property will be preserved.

Proof of Lemma 7.6. What we will actually prove is that, if a normalised HHS pZ,Sq has
the bounded split coordinate space property (7.3) then we can find a structure pZ,S1q with
the DPR property. Moreover, if pZ,Sq has wedges, clean containers or the orthogonals for
non-split domains property then the procedure will preserve these properties.
We will say that a domain U P S is wide if U is non-split (and in particular non-Ď-minimal)
or U “ S. For every wide domain U we do the following. Recall that we defined FU as
the space of all 20E-consistent tuples. For every x “ pxV qV ĎU P FU we define a domain
TU
x whose coordinate space CTU

x is a point, and we let S1 be the union of S and these
new domains. Now we show that pZ,S1q is an HHS, defining new projections, relative
projections and relations when needed.

Projections: The projection πTU
x

: Z Ñ CTU
x is just the constant map, while all other

projections are inherited from the original structure.

Nesting: The domains TU
x are Ď-minimal, and TU

x Ď V if and only if U Ď V . If U Ĺ V

then we define the projection ρ
TU
x

V “ ρUV ; moreover we set ρT
U
x

U “ xU . The projections in
the opposite direction (namely, ρV

TU
x

whenever U Ď V ) are just the constant maps.

Finite complexity: Since we just added Ď-minimal domains inside non-Ď-minimal ones,
the complexity of the HHS structure remains the same.

Orthogonality and clean containers: If U, V P S, U is wide and x P FU , we say that
V KTU

x if and only if UKV . Moreover, if V is also wide and y P FV we say that TU
x KT V

y if
and only if UKV .

W

U V

TU
x T V

y

K

K

Figure 7. The diagram, where arrows denote nesting, shows the only way two newly
added domains TU

x and TV
y can be orthogonal inside some W P S.

Notice that containers already exist for any situation involving elements of S1 ´S. Indeed,
suppose TU

x Ď W for some W P S, which implies that either U “ W or U Ĺ W . In the
first case, no container is needed, since TU

x is transverse to every V Ĺ U (and therefore also
to every T V

y if V is wide). In the second case, every V P S which is properly nested inside
W and orthogonal to TU

x is also orthogonal to U , and therefore already nested inside the
container for U inside W . Moreover, if T V

y Ĺ W and TU
x KT V

y then V Ĺ W and UKW ,
which means that T V

y is already nested inside the container for U inside W .
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Conversely, if V P S and TU
x are orthogonal and properly nested in W then U Ĺ W and

UKV , thus TU
x is already nested inside the container for V inside W .

Now, if pZ,Sq has clean containers then so does pZ,S1q. This is because, as argued above,
the container for TU

x inside some W is the container for U inside W , and if this container
is orthogonal to U then it is also orthogonal to TU

x .

Transversality: If U, V P S, U is wide and x P FU , then by construction TU
x &V if and

only if one of the following holds:

‚ U&V : in this case we define ρT
U
x

V “ ρUV ;
‚ V Ĺ U : in this case we set ρT

U
x

V “ xV .

Moreover, whenever Y P S1 is transverse to TU
x we set ρV

TU
x

“ CTU
x .

Consistency: Since the only elements of S1 whose coordinate spaces are not points are
in S, the first two consistency inequalities are trivial. Moreover, the final clause of the
consistency axiom holds, since whenever U Ĺ V or U&V we defined ρT

U
x

V to be ρUV .

Uniqueness, BGI, large links: Since the only elements of S1 whose coordinate spaces
are not points are in S, these axioms for pZ,S1q follow from the corresponding ones for
pZ,Sq.

Partial realisation: Let V1, . . . , Vk P S1 be pairwise orthogonal elements, and let pi P CVi.
We show that we can find a partial realisation point for tpVi, piqu. Up to permutation we
can assume that V1, . . . , Vl P S, for some l ď k, and Vi “ TUi

xi
for every l ă i ď k. Moreover,

we can assume that the family V1, . . . , Vk is maximal, up to adding domains belonging to
S, since a realisation point for a bigger family is also a realisation point for the original
one.
Now, since Z is normalised, for every i ď l we can find yi P FVi such that dVipπVipyiq, piq is
uniformly bounded. Then, for any U P S1 set

(3) qU “

$

’

&

’

%

pyiqU if U Ď Vi, i ď l;

pxiqU if U Ď Ui, l ă i ď k;
Ť

Vi&U or ViĹU ρ
Vi
U otherwise.

Notice that, since V1, . . . , Vk is a maximal family, the coordinate qU is always well-defined.
Moreover, it is easy to see that pqU qUPS1 is 20E-consistent, thus by the realisation Theorem
1.7 there exists z P Z whose coordinates are uniformly close to pqU qUPS1 . It is also easy to
verify that z is a partial realisation point for tpVi, piqu, since by Equation 3 it has the right
coordinates whenever U “ Vi, Vi&U or Vi Ĺ U for some i ď k.

DPR: Let U P S be a non-minimal domain and let p P CU . If U is non-split then there
is z P Z such that πU pzq is uniformly close to p, by our normalisation assumption. Thus,
if we set x “ pπV pzqqV ĎU , we have that TU

x projects uniformly close to p in CU , and the
DPR property holds with the same constant as the one coming from the normalisation
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assumption. On the other hand, if U is split then CU is uniformly bounded by the bounded
split coordinate space property (7.3). Hence p P CU is uniformly close to ρVU for any V Ĺ U .

Additional properties: We now check that if pZ,Sq has one of the properties below then
so does pZ,S1q.

‚ Wedges: The new domains are all Ď-minimal, therefore for every TU
x , V

1 P S1 we
can set

TU
x ^ V 1 “

#

TU
x if TU

x Ď V 1;

H otherwise.

Then we just need to verify that, if V,W P S and there exists R P S1 which is
nested inside both, then the wedge of V and W exists in S1. What we will actually
show is that V and W already have a well-defined wedge inside S, call this wedge
Q, and that whenever R P S1 is nested inside both V and W then R Ď Q. Therefore
the wedge in S1 will coincide with the wedge in S.

Now let R P S1 as above. If R P S then Q exists and R Ď Q, by the wedge
property for S. Otherwise R “ TU

x Ĺ U for some U and some x P FU , and by
definition of the new nesting relations U must be already nested in both V and W .
Hence again Q exists and R Ď U Ď Q.

‚ Orthogonals for non-split domains property (3.9): Let U Ĺ V , with V P S
since the new domains are all minimal. If U is one of the new domains then U is
Ď-minimal, and therefore split. Hence, suppose that U P S. If U is non-split in S
then property (3.9), which holds for S, ensures the existence of some WKU inside
V . Otherwise U is split in S with some Samaritan W , and we claim that U is again
split in S1 with the same Samaritan. Let Q P S1 be such that Q Ď U . If Q P S
then W Ď Q or WKQ, by definition of Samaritan, and we have nothing to prove.
Otherwise we have that Q “ TR

x Ď R Ď U for some non-split domain R P S and
some x P FR. We cannot have that W Ď R, since then R would be split in S by
Remark 3.7; thus R (and therefore Q) is orthogonal to W .

This concludes the proof. □

Remark 7.8. The weak wedge property is not preserved by the procedure of Lemma 7.6
to ensure the DPR property, since we are adding many “loose” Ď-minimal domains that
will not be nested in the original weak wedges. This is why in this section we are assuming
the “strong” wedge property.

Remark 7.9 (DPR for HHG with cobounded actions). If G is a HHG, but the underlying
space pZ,Sq does not have the DPR property already, we cannot argue as in Lemma 7.6
to enforce it. This is because, if we add a domain of the form TU

x whenever x P FU and we
define the G-action on S1 in the obvious way (that is, by setting gTU

x “ T gU
gx ), then this

action cannot have finitely many G-orbits of domains, since G is countable while FU might
be uncountable.
However, if for every U P S the stabiliser StabGpUq acts coboundedly on CU , then we
can wisely hand-pick a finite number of orbits of points and add only the corresponding
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TU
x . Indeed, let U1, . . . , Uk be representatives for the G-orbits of non Ď-minimal domains

in S. For every Ui choose xi P FU1 . Then for every g P G and every i “ 1, . . . , k

add the domain T gUi
gxi inside gUi. This way we are adding only finitely many G-orbits of

domains, and the DPR property follows from the coboundedness of the action on every
coordinate space. Then the rest of the proof of Lemma 7.6 runs verbatim to prove that
S1 “ S Y tT gUi

gxi |g P G, i “ 1, . . . , ku is again a HHS structure for Z with wedges, clean
containers and orthogonals for non-split domains.
Notice also that, if the HHS structure pZ,Sq is normalised, then it is enough to require
that for every U P S the stabiliser StabGpUq acts coboundedly on the product region PU .
Indeed, the projection πU : PU Ñ CU is coarsely surjective (by normalisation), coarsely
Lipschitz (by Definition 1.1 of a HHS) and StabGpUq-equivariant (by Definition 1.12 of the
G-action), therefore if StabGpUq acts coboundedly on PU then it also acts coboundedly on
CU .
In practice, the latter requirement is not particularly restrictive, since all "reasonable"
HHGs have cobounded actions on their product regions, and all known methods of produc-
ing new HHGs tend to preserve this property (unless one comes up with some very artificial
structures).

7.1. Orthogonal sets. Another property that one could require on the index set is that
orthogonal complementation is an involution. Such a property is satisfied by CAT(0) cube
complexes with (weak) factor systems (see Subsection 10.1) and is implied by the strong
orthogonality property (7.1) (Lemma 7.12). However, it goes in a somewhat different
direction than the orthogonals for non-split domains property (3.9), in the sense that is
not enough to prove Theorem 3.15. Indeed, in Section 10.2 we will provide an example
of an HHS Z with wedges, clean containers, dense product regions and where orthogonal
complementation is an involution, but such that the graph X from Definition 4.2 cannot
be the support of a CHHS structure for Z.

Definition 7.10. A partially ordered set pF,Ďq is called orthogonal if there exists a sym-
metric relation K on F such that the following hold for all U, V,W P F:

‚ UMU ;
‚ F has a unique Ď-maximal element S;
‚ if U Ď V and V KW then UKW ;
‚ (Wedges.) if W Ď U, V , then there exists U ^ V P F such that U ^ V Ď U, V , and

for all W Ď U, V we have that W Ď U ^ V ;
‚ (Clean containers.) for all U such that there exists V KU , there exists UK P F

such that, for all V KU we have that V Ď UK, and WKUK if and only if W Ď U ;
‚ (Orthogonality determines nesting.) U Ď V (resp. U Ĺ V ) if and only if the

set of W for which V KW is contained (resp. properly contained) in the set of W 1

for which UKW 1. In particular, if nothing is K-related to V then V is the unique
Ď-maximal element, while if there exists WKV then V K Ď UK (resp. V K Ĺ UK) if
and only if U Ď V (resp. U Ĺ V ).
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Lemma 7.11 (Orthogonality determines nesting for HHS). Let pZ,Sq be an HHS with
wedges and clean containers. Then the following are equivalent:

‚ (Complementation is an involution.) For all U P S ´ tSu, UK is defined and
UKK “ U .

‚ (Orthogonality determines nesting.) For all U, V P S ´ tSu, we have that
U Ĺ V if and only if V K Ĺ UK.

If one (hence both) of the previous holds, then S is an orthogonal set.

Proof. The first part of the Lemma is proven exactly as [CRHK22, Proposition 6.1] (the
statement there is for real cubings, but as pointed out in [CRHK22, Remark 6.2] the same
argument works for HHSs). The second part follows from the properties of the domain set
S of a HHS (see Definition 1.1). □

Lemma 7.12. Let pZ,Sq be an HHS with wedges, clean containers and the strong orthog-
onal property (7.1). Then S is an orthogonal set.

Proof. Just notice that, for every U P S ´ tSu, the strong orthogonal property grants the
existence of UK; moreover U “ UKK, because otherwise we could find a V Ď UKK which
is orthogonal to U , and this would contradict the definition of UK. Now the conclusion
follows from Lemma 7.11. □

8. Near equivalence of HHS and combinatorial HHS

In this section we show that, if the hypotheses on pZ,Sq are the strongest possible, then
the combinatorial HHS pX,Wq arising from the construction has the following two nice
properties:

Definition 8.1. A combinatorial HHS pX,Wq has simplicial containers if for any simplex
∆ Ă X there exists a simplex Φ Ă X such that

LkpLkp∆qq “ LkpΦq.

Definition 8.2. A combinatorial HHS pX,Wq has simplicial wedges if for any two simplices
∆,Σ Ă X there exists a simplex Π which extend Σ such that

Lkp∆q X LkpΣq “ LkpΠq.

Theorem 8.3. Let pZ,Sq be a normalised hierarchically hyperbolic space. Then Z has
wedges, clean containers and the strong orthogonal property (7.1) if and only if there exists
a CHHS pX,Wq with simplicial wedges and simplicial containers such that W is quasi-
isometric to Z.

Proof. First we show that, if pX,Wq has simplicial wedges and simplicial containers then
W, with the HHS structure described in Subsection 2.2, has the following properties:

‚ Wedges: given two non-maximal simplices Σ,∆, if there exists a simplex Γ such
that rΓs Ď rΣs and rΓs Ď r∆s, then

LkpΓq Ď LkpΣq X Lkp∆q “ LkpΠq

for some Π depending only on Σ,∆. Therefore rΣs ^ r∆s “ rΠs.
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‚ Strong orthogonal property: Let r∆s Ĺ r∆1s. Now

LkpLkp∆qq X Lkp∆1q “ LkpΦq X Lkp∆1q “ LkpΠq

for some simplices Φ,Π whose existence is granted by simplicial containers and
wedges, respectively. Thus rΠs Ď r∆1s, and since LkpΠq Ď LkpLkp∆qq we have that
rΠsKr∆s.

‚ Clean containers: Let r∆s Ĺ r∆1s and suppose that there exists rΣs Ĺ r∆1s which
is orthogonal to r∆s. By definition

LkpΣq Ď LkpLkp∆qq X Lkp∆1q “ LkpΠq,

where Π is the simplex defined above. Then rΣs Ĺ rΠs, which means that rΠs is the
container for r∆s inside r∆1s. Moreover, since rΠsKr∆s, this container is also clean.

Now we turn our attention to the converse statement. Let pZ,Sq be a HHS with wedges,
clean containers and the strong orthogonal property. By Lemma 7.7 we can find a structure
pZ,S1q with wedges, clean, containers, the weak orthogonal property and the DPR property.
Then Theorem 3.15 applies to pZ,S1q and outputs a combinatorial HHS pX,Wq where W
is quasi-isometric to Z.

pX,Wq has simplicial wedges: Let Σ̄ and ∆̄ be the supports of Σ and ∆, respectively,
and let Σ̄K, ∆̄K P S be their orthogonal complements. Let Φ̄ “ ∆̄ X LkpΣ̄q, and let Y0
be the orthogonal complement of Φ̄ inside Σ̄K, that is, Y0 “ pΣ̄ ‹ Φ̄qK. Notice that Y0
cannot be one of the minimal domains TU

x that were added in Lemma 7.7 to ensure the
DPR property. This is because, if Y0 “ TU

x , then TU
x is orthogonal to Σ̄ ‹ Φ̄, and by

construction U is orthogonal to the same simplex. But by definition of Y0 we must have
that U Ď Y0 “ TU

x Ĺ U , which is a contradiction.

Part 1 : If pΣ̄qK and p∆̄qK don’t have any nested domain in common, we formally set
W0 “ H and we skip to Part 2. Otherwise we can consider the wedge W0 “ pΣ̄qK ^ p∆̄qK.
Notice that W0 cannot be one of the minimal domains from Lemma 7.7. This is because,
if W0 “ TU

x , then TU
x is orthogonal to both Σ̄ and ∆̄, and by construction U is also

orthogonal to the two simplices. But by definition of W0 as a wedge we must have that
U Ď W0 “ TU

x Ĺ U , which is a contradiction. This means that W0 P S as well.

Part 2 : Now suppose that W0 has been defined as in Part 1. If W0 “ Y0 then we set
Θ̄ “ H. Otherwise, by the strong orthogonal property, which holds for every two elements
of the original domain set S, we can find a Ď-minimal domain V0 Ď Y0 such that V0KW0

(if W0 ‰ H). Now let Y1 “ tV0uK
Y0

, which is again in S and contains W0, and we can argue
as above.
In both cases we can find a (possibly empty) simplex Θ̄ “ tV0, . . . , Vku of X̄ such that
W0 “ pΣ̄ ‹ Φ̄ ‹ Θ̄qK, and this readily implies that

(4) LkpΣ̄q X Lkp∆̄q “ LkpΣ̄ ‹ Φ̄ ‹ Θ̄q.

From now on we can argue exactly as in Lemma 5.7 (more precisely, we can repeat the
arguments of the paragraph “Finding the extension of Σ”), and find a simplex supported
in Σ̄ ‹ Φ̄ ‹ Θ̄ which extends Σ and whose link is LkpΣq X Lkp∆q.
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pX,Wq has simplicial containers: Let ∆ Ď X be a simplex and let ∆̄ be its support.
Let ∆̄1 Ă ∆̄ be the domains U such that ∆U is a single point, and let ∆̄2 Ă ∆̄ be the
domains such that ∆U is an edge. Taking the link of the expression in Lemma 4.3, which
described the shape of the link of ∆ inside X, we have that

LkpLkp∆qq “ p´1pLkpLkp∆̄qqq X
č

UP∆̄1

LkXpLkp´1pUqp∆U qq.

Thus v P X belongs to LkpLkp∆qq if its support V lies in pLkpLkp∆̄qqq, and either V K∆̄1,
or V P ∆̄1 and v P Lkp´1pV qpLkp´1pV qp∆V qq. Therefore, let W “ p∆̄KqK. Again, W does
not coincide with any TU

x , because if TU
x “ W then TU

x K∆̄K, and therefore also UK∆̄K.
Then again W P S, and the strong orthogonal property implies that there exists a simplex
Θ̄ inside X̄ such that W “ Θ̄K. Notice that every U P ∆̄ is nested in W by construction.
Now define a simplex Φ with support Θ̄‹∆̄1 by choosing an edge for every domain U which
is a vertex of Θ̄, and a point qU P Lkp´1pUqp∆U q for every U P ∆̄1. Thus by construction

LkpΦq “ p´1pLkpΘ̄ ‹ ∆̄1qqq ‹
ď

UP∆̄1

Lkp´1pUqpqU q “

“ p´1pLkpLkp∆̄qqq X
č

UP∆̄1

LkXpLkp´1pUqp∆U qq “ LkpLkp∆qq,

and we are done. □

Remark 8.4. If in the previous proof the original structure pZ,Sq already has the DPR
property (3.10) then there is no need to invoke Lemma 7.7, and the whole proof of Theorem
8.3 works with S instead of S1. In other words, if pZ,Sq already has the DPR property
then the combinatorial HHS pX,Wq is exactly the one constructed in Section 4.

9. Mapping class groups are combinatorial HHS

Throughout this section, let S be a surface obtained from a closed, connected, oriented
surface after removing a finite number of points and open disks; we call such an S a surface
of finite-type with boundary.
It was proven in e.g. [BHS19, Theorem 11.1] that, if S has no boundary, then it admits
a HHG structure. In this Section we first extend this result to surfaces of finite-type with
boundary (see Remark 9.3); then we apply our main Theorems to produce two combinatorial
HHG structures, one whose underlying graph is a blow-up of the curve graph (Theorem
9.8), and one with combinatorial wedges and combinatorial containers (Theorem 9.9).

9.1. On the meaning of subsurface. The “usual” HHG structure for a mapping class
group involves open subsurfaces, but it will be convenient here to consider a more general
type of subsurfaces; here we present the two notions and compare them.

Definition 9.1 ([BKMM12, Section 2.1.3]). A subsurface Y Ă S is essential if it is the
disjoint union of some components of the complement of a collection of disjoint simple
closed curves, so that no component is a pair of pants and no two annuli components are
isotopic.
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Recall that nesting of subsurfaces is defined as follows: U is nested in V if U is contained
in V (up to isotopy) and no isotopy class representative of U is disjoint from an isotopy
class representative of V . (This last clause is only relevant for annuli and unions of annuli;
an annulus might be isotopic to a non-essential annulus of another subsurface.)

Theorem 9.2 ([BHS19, Theorem 11.1]). Let S be a surface of finite-type with boundary.
Its mapping class group MCGpSq is an HHG with the following structure:

‚ S is the collection of isotopy classes of essential subsurfaces.
‚ For each U P S the space CU is its curve graph.
‚ The relation Ď is nesting, K is disjointness and & is overlapping.
‚ For each U P S, the projection πU : MCGpSq Ñ CU is constructed using the

subsurface projection.
‚ For U, V P S satisfying either U Ĺ V or U&V , the projection is ρUV “ πV pBUq Ă

CV , while for V Ĺ U the map ρUV : CU Ñ 2CV is the subsurface projection.

Remark 9.3. In previous literature, the HHG structure above is only considered for sur-
faces without boundary, but everything goes through as above for surfaces with boundary
(including braid groups). There are a few ways to see this, besides inspecting [BHS19,
Section 11]. One is to regard MCGpSq as above as a subgroup of the mapping class group
of the double of S along all boundary components, by extending mapping classes to be the
identity on the complement of S. In this setting, MCGpSq acts properly and coboundedly
on FS (with finitely many orbits of subsurfaces nested into S), giving the required structure.

We now describe a different HHS structure, whose index set is made of subsurfaces which
might include some of their boundary components, and then discuss how it relates to the
one from Theorem 9.2.

9.1.1. The new index set.

Definition 9.4 (Block). A block is (the isotopy class of) a subsurface of one of the following
types:
(a) a closed annulus which does not bound a disk or a single puncture;
(b) a connected, non-annular subsurface of complexity at least 1, with some (possibly none)

of its boundary components included.
The included boundary of a block U of type (b) is the set of curves in its topological
boundary (relative to S) which belong to U . With a slight abuse of notation, we say that
the included boundary of an annulus is its core curve.

Let nesting between blocks correspond to containment (up to isotopy), with the convention
that, if γ is a curve in the topological boundary of a block U , then γ Ď U if and only if γ
belongs to the included boundary of U . Moreover, let K be disjointness of blocks (up to
isotopy), but with the convention that:

‚ if γ is a curve in the topological boundary of U , then γKU if and only if γ does not
belong to the included boundary of U ;
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‚ if U and V are blocks of type (b), and they share a component of the included
boundary, then they are not orthogonal.

This way, nesting and orthogonality are mutually exclusive, meaning that if two blocks are
orthogonal then they are not Ď-related.

Definition 9.5 (Admissible collection). A collection of pairwise orthogonal blocks U1, . . . , Uk

is admissible if, whenever two blocks Ui and Uj (which might coincide) have two topological
boundary components which are isotopic, then none of these components belongs to the
included boundary of the respective block.

See Figure 8 to understand the forbidden cases.

Figure 8. Representation of the forbidden and allowed collections of blocks. Dashed
lines represent open boundaries (those which do not contain the boundary curve), full
lines represent closed boundaries, and dotted lines mean that two or more blocks have
been glued by identifying their boundaries.
The forbidden cases are as follows: no two blocks (which might coincide) have isotopic
included boundary components (upper left); no annulus is isotopic to a boundary
component of another block (upper centre); no included boundary component of a
block is isotopic to a topological boundary component of another block (upper right).
Hence, if two blocks have isotopic boundary components, then either none of these
components is included (lower left), or the blocks are glued along the boundary, thus
forming a single block (lower right).

Let S1 be the set of all admissible collections of blocks, which we see as subsurfaces of S
(up to isotopy). Extend nesting and orthogonality to S1, with the same conventions about
boundary curves. Note that Ď-minimal elements of S1 are exactly annuli of type (a).
Define the interior of an admissible collection as the union of the interiors of its blocks of
type (b). Moreover, define the included boundary of an admissible collection as the union
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of the included boundaries of its blocks. Notice that if U, V P S1 then U Ď V if and only
if the interior of U is nested in the interior of V , and the included boundary of U is nested
in the included boundary of V .

Coordinate spaces. Now, let V be a block. Define CV as follows:
‚ If V is a closed, essential annulus, let CV be its annular curve graph;
‚ If V is a connected, open subsurface of complexity at least 1, let CV be its curve

graph;
‚ If V is of type (b) and its included boundary is non-empty, let CV be the join of

the curve graph of its interior and the included boundary.
The coordinate space of an admissible collection is, by definition, the join of the coordinate
spaces of its blocks.

Remark 9.6. Notice that, if U P S1, then either U is an annulus or a connected, open
subsurface of complexity at least 1, or CU is uniformly bounded since it is a join.

Projections. For every U P S1, let πU : MCGpSq Ñ CU be the subsurface projection.
Analogously, for every U, V P S1 such that U Ĺ V , let ρVU : CV Ñ CU be the subsurface
projection. Moreover, if CV is bounded then define ρUV by choosing any point in CV ;
otherwise V must be a connected, essential subsurface, and therefore at least one of the
topological boundary curves of U is nested in V , so one can set ρUV “ BU X V . Finally,
for every U, V P S1 such that U&V let ρUV be the subsurface projection of the topological
boundary of U inside CV .

Remark 9.7 (Comparison with the index set from [BKMM12]). To pass from our new
index set S1 to S, one must exchange every subsurface U with included boundary for the
disjoint union of the interior of U and open annuli corresponding to the included boundary
curves. This procedure preserves nesting, orthogonality, curve graphs, and projections.
Therefore, from the fact that pMCGpSq,Sq is a HHG one can deduce that pMCGpSq,S1q is
a HHG. The main point here is that the two structures have the same unbounded coordinate
spaces, namely the curve graphs of connected open subsurfaces that are not pairs of pants,
which takes care of most of the axioms (e.g. uniqueness, which constitutes the majority of
the work in [BHS19, Section 11]).

9.2. First CHHS structure. Our next goal is to present the first CHHS structures for
MCGpSq, whose underlying graph X is a blow-up of the coordinate space CS. This will
answer a question from [BHMS20, Subsection 1.6]. As mentioned in Remark 1, the graph W
of this structure will be very similar to the graph of complete clean markings from [MM00].

Theorem 9.8. Let S be a surface of finite-type with boundary. There exists a combinatorial
HHG structure pX,Wq for MCGpSq, where X is the blow-up of the curve graph of S,
obtained by replacing every curve with the cone over its annular curve graph.

Proof. It is enough to show that pMCGpSq,S1q, with the coordinate spaces and the pro-
jections defined as above, satisfies the hypotheses of Theorem 6.6.



MANY HHS ARE COMBINATORIAL HHS 50

‚ Wedges: Let U, V P S1, and let W be the intersection of their interiors, which is a
disjoint union of open pairs of pants and open subsurfaces of complexity at least 1.
First, for every curve γ in the topological boundary of W which is nested in both
U and V , glue to W the closed annulus with core γ, so that one (resp. both) of
the boundary curves of the annulus is identified with one (resp. two) curves in the
topological boundary of W . Then replace every component of W which is a pair
of pants with its included boundary (in particular, one has to remove open pairs
of pants). Let W 1 the surface obtained after this procedure, and let W 2 be the
disjoint union of W 1 and every annulus which is a block of both U and V . Now,
by construction W 2 is in S1 (since the gluing procedure prevents the forbidden
cases from Figure 8 from appearing), and it is nested in both U and V . Moreover
W 2 is the wedge of U and V , since T P S1 is nested in both U and V if and
only if its interior is nested in the interior of W (which is the intersection of the
interiors, without the pants components), and its included boundary is nested in
the intersection of the included boundaries.

‚ Clean containers: whenever U Ĺ V P S1 and there exists W P S1 which is
nested in V and orthogonal to U , consider the subsurface obtained from V ´ U
after replacing every pair of pants with its included boundary (in particular, one
has to remove open pairs of pants). Let Y be the resulting subsurface, which is
non-empty since it contains W . First we prove that the connected components of
Y are blocks. Indeed, the connected surfaces which are not blocks are annuli with
at most one boundary included, or pairs of pants with some boundary components
included. Now, one of the connected components of Y is an open annulus if and
only if two blocks of U share a common curve in their included boundary, and this
would mean that these blocks are not orthogonal by our convention. Moreover, one
of the connected components of Y is an annulus with exactly one boundary curve
included if and only if two blocks of U fall in one of the forbidden cases from Figure
8. Finally, we manually replaced every pair of pants with its included boundary.
Hence Y is a disjoint union of blocks. The same kind of arguments shows that the
blocks of Y cannot share curves in their included boundaries (otherwise U would
contain an open annulus), and cannot fall in one of the forbidden cases from Figure
8 (otherwise U would contain an annulus with exactly one boundary component
included). This shows that Y is an admissible collection, i.e. an element of S1,
and by construction it is orthogonal to U and nested in V . Being the maximal
subsurface with these properties, Y is also the clean container for U inside V .

‚ Orthogonals for non-split domains property (3.9): Let U Ĺ V be two sub-
surfaces. If U has a connected component which is an annulus then U is split,
and such annulus is one of its Samaritans. Otherwise U is the disjoint union of
finitely many subsurfaces of complexity at least 1, possibly with boundary. If there
exists a connected component of V whose intersection with U is trivial, then such
component is orthogonal to U . Otherwise there must be a curve γ in the boundary
of U relative to V , which must therefore be essential in V . Then the associated
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annular domain Aγ is nested in V ; moreover, Aγ is either nested in U or disjoint
from U , depending on whether the boundary curve is included in U or not. In the
former case, U is a split domain, and Aγ is one of its Samaritans; in the latter, Aγ

is orthogonal to U .

‚ Dense product regions (3.10): let U P S1 be a non-minimal domain. Then either
U is a connected, open subsurface of complexity at least 1, and its curve graph is
covered by the projections of the annuli it contains, or CU is uniformly bounded,
as pointed out in Remark 9.6.

‚ Cofinite action: The action of the mapping class group on S has finitely many
orbits of pairwise disjoint subsurfaces. This is a consequence of the change of
coordinate principle (see e.g. [FM12, Section 1.3.3]).

This proves the Theorem. □

9.3. Second CHHS structure, with better properties. Notice that the HHS structure
from Theorem 9.8 does not satisfy the weak orthogonal property (7.2). To see this, let V
be an open, connected subsurface of complexity 2 and let U be the union of two disjoint,
essential annuli inside V . Then U is non-minimal, but V ´ U is a disjoint union of open
pairs of pants and therefore cannot contain any element of S1.
However, we can find a larger index set to ensure even the strong orthogonal property (7.1):

Theorem 9.9. Let S be a surface of finite-type with boundary. There exists a combina-
torial HHG structure for MCGpSq with simplicial wedges (Definition 8.1) and simplicial
containers (Definition 8.2).

Proof. The proof is very similar to that of Theorem 9.8. First, we weaken Definition 9.4,
by allowing a block to be also a pair of pants, with some (possibly none) of its boundary
components included. Define nesting and orthogonality between blocks as before, with the
same conventions about the included boundary components. This allows one to define the
collection S2 of admissible blocks, as in Definition 9.5. Notice that now the Ď-minimal
elements of S2 are all closed annuli of type (a), and all open pants.
Define the interior and the included boundary of an admissible collection as before, but
now the interior also includes the interior of the pants components. Again, notice that if
U, V P S1 then U Ď V if and only if the interior of U is nested in the interior of V , and the
included boundary of U is nested in the included boundary of V .
Define the coordinate spaces as before, and set the coordinate space of an open pair of pants
to be a point. Again, the only elements of S1 with unbounded coordinate spaces are annuli
and connected, open subsurfaces of complexity at least 1, because the other coordinate
spaces are either points or joins.
Finally, define the projections as above, using subsurface projections. With the same tech-
niques of [BHS19, Theorem 11.1], one can then show that pMCGpSq,S2q is a HHG.
Next, we observe that pMCGpSq,S2q has the following properties. The proofs are very
similar to those which appear in Theorem 9.8 (and even easier since we do not have to
remove pairs of pants), but we put them here for clarity:
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‚ Wedges: Let U, V P S2, and let W be the intersection of their interiors, which is a
disjoint union of open pants and open subsurfaces of complexity at least 1. Then,
for every curve γ in the topological boundary of W which is nested in both U and V ,
glue to W the closed annulus with core γ, so that one (resp. both) of the boundary
curves of the annulus is identified with one (resp. two) curves in the topological
boundary of W . Let W 1 the surface obtained after the gluing, and let W 2 be the
disjoint union of W 1 and every annulus which is a block of both U and V . Now, by
construction W 2 is in S2 (since the gluing procedure prevents the forbidden cases
from Figure 8 from appearing), and it is nested in both U and V . Moreover, the
interior of W 2 is the intersection of the interiors, and the included boundary of W 2

is the intersection of the included boundaries. This shows that W 2 is the wedge
of U and V , since T P S1 is nested in both U and V if and only if its interior is
nested in the intersection of the interiors, and its included boundary is nested in
the intersection of the included boundaries.

‚ Clean containers and the strong orthogonal property (7.1): whenever U Ĺ

V P S2, consider the subsurface V ´U . First notice that the connected components
of V ´ U are blocks. Indeed, the only connected subsurfaces which are not blocks
are annuli with at most one of the two boundary curves included. Now, one of
the connected components of V ´ U is an open annulus if and only if two blocks
of U share a common curve in their included boundary, and this would mean that
these blocks are not orthogonal by our convention. Moreover, one of the connected
components of V ´ U is an annulus with exactly one boundary curve included if
and only if two blocks of U fall in one of the forbidden cases from Figure 8. Hence
V ´U is a disjoint union of blocks. The same argument with U and V ´U swapped
shows that the blocks of V ´ U cannot share curves in their included boundaries,
and cannot fall in one of the forbidden cases from Figure 8. This shows that V ´U is
an admissible collection, i.e. an element of S1, and by construction it is orthogonal
to U and nested in V . Being the maximal subsurface with these properties, V ´ U
is also the clean container for U inside V .

‚ Dense product regions: let U P S2 be a non-minimal domain. Then either U is
an essential open subsurface, and its curve graph is covered by the projections of
the annuli it contains, or CU is uniformly bounded, as pointed out above.

‚ Cofinite action: the MCGpSq-action on S2 has finitely many orbits of tuples of
pairwise orthogonal domains, again as a consequence of the change of coordinates
principle.

Now the hypotheses of Theorem 8.3 are satisfied, and we can find a combinatorial HHS
pX,Wq with simplicial wedges and simplicial containers. Since pMCGpSq,S1q already has
dense product region, the pair pX,Wq is exactly the one constructed in Section 4 from
pMCGpSq,S1q, as pointed out in Remark 8.4. Hence, by Theorem 6.6 we have that pX,Wq

inherit an action of MCGpSq that makes the latter into a combinatorial HHG, and we are
done. □
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10. Why orthogonals for non-split domains?

The main goal in this section is to use a simple example of an HHS — a CAT(0) cube
complex with a factor system — to illustrate the necessity of the orthogonals for non-split
domains hypothesis (3.9).
Factor systems yield examples of HHS structures where the index set is an orthogonal set in
the sense of Definition 7.10. It would be illuminating to find conditions on an orthogonal set
allowing one to modify the HHS/HHG structure so that some version of the orthogonality
properties ((3.9), (7.2) or (7.1)) hold. We speculate on this below, and in particular on
intriguing relations with problems in lattice theory, namely embedding a complete ortho-
lattice inside an orthomodular one, see Remark 10.20.
In this section, we use notation from [CRHK22]; see also [HS20] and [BHS17b, Section 8].

10.1. Background on factor systems for CAT(0) cube complexes. For the rest of
the Section, let Z be a CAT(0)-cube complex.

Definition 10.1 (Hyperplane, carrier, combinatorial hyperplane). A midcube in the unit
cube c “ r´1

2 ,
1
2 sn is a subspace obtained by restricting exactly one coordinate to 0. A

hyperplane in Z is a connected subspace H with the property that, for all cubes c of Z,
either H X c “ H or H X c consists of a single midcube of c. The carrier N pHq of the
hyperplane H is the union of all closed cubes c of Z with HXc ‰ H. The inclusion H Ñ Z
extends to a combinatorial embedding Hˆr´1

2 ,
1
2 s

–
ÝÑ N pHq ãÑ X identifying Hˆt0u with

H. Now, H is isomorphic to a CAT(0) cube complex whose cubes are the midcubes of the
cubes in N pHq. The subcomplexes H˘ of N pHq which are the images of H ˆ t˘1

2u under
the above map are isomorphic as cube complexes to H, and are combinatorial hyperplanes
in Z. Thus each hyperplane of Z is associated to two combinatorial hyperplanes in N pHq.

Definition 10.2 (Gate maps). For any convex subcomplex Y Ď Z there is a gate map
gY : Z Ñ Y such that, for any other convex subcomplex Y 1 Ď Z, the hyperplanes crossing
gYpY 1q are precisely the hyperplanes which cross both Y and Y 1.

Gate maps are fundamental in the study of cube complexes and median spaces; see, for
instance, [BHS17b, Section 2] for additional background.

Definition 10.3 (Parallelism). The convex subcomplexes F and F 1 are parallel, written
F ∥ F 1, if for each hyperplane H of Z, we have H X F ‰ H if and only if H X F 1 ‰ H.

Definition 10.4 (Orthogonality, orthogonal complement). The convex subcomplexes F
and F 1 are orthogonal, written FKF 1, if the inclusions F Ñ Z and F 1 Ñ Z extend to a
convex embedding F ˆ F 1 Ñ Z.
Given a convex subcomplex F , let PF be the smallest subcomplex containing the union of
all subcomplexes in the parallelism class of F . By e.g. [HS20, Lem. 1.7] there is a cubical
isomorphism PF Ñ F ˆFK, where FK is a CAT(0) cube complex which we call the abstract
orthogonal complement of F . For any f P F p0q, the inclusion PF Ñ Z induces an isometric
embedding tfu ˆFK Ñ Z whose image is a convex subcomplex that we call the orthogonal
complement of F at f and denote tfu ˆ FK. Observe that tfu ˆ FK and tf 1u ˆ FK are
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parallel for all f, f 1 P F p0q (see [HS20, Lem. 1.11]). When the base point is unimportant,
we sometimes abuse notation and write FK to refer to one of these parallel copies.

Lemma 10.5. Let F Ă Z be a convex subcomplex, let f P F p0q, and write FK “ tfu ˆFK.
Suppose that F 1 is a convex subcomplex such that FKF 1. Then F 1 is parallel to a subcomplex
of FK. Conversely, if F 1 is a convex subcomplex of FK, then there exists F 2 parallel to F 1

with F 2KF .

Proof. This follows easily from [HS20, Lem. 1.11]; see for instance the proof of [HS20,
Theorem C.]. □

Definition 10.6 (Candidate factor system). A candidate factor system h is a collection of
non-trivial convex subcomplexes of Z (where “non-trivial” means that we exclude singletons)
that satisfy the following properties:

(1) Z P h, and for all combinatorial hyperplanes H of Z, we have H P h;
(2) if F, F 1 P h then gF pF 1q P h;
(3) if F P h and F 1 is parallel to F , then F 1 P h.

Definition 10.7 (Hyperclosure). The hyperclosure h̄ of Z is the intersection of all candidate
factor systems, and therefore the unique candidate factor system which is minimal by
inclusion. In other words

h̄ “

˜

8
ď

i“1

hi

¸

´ tsingletonsu,

where:
‚ h1 is the collection of all subcomplexes which are parallel to combinatorial hyper-

planes, together with the whole space Z;
‚ For all i ě 1, hi`1 “ tF |F ∥ gF1pF2q, F1, F2 P hiu.

Lemma 10.8 (Characterisation of h̄, [HS20, Theorem 3.3]). Let Z be a locally finite CAT(0)
cube complex, and let h̄ be its hyperclosure. Then a convex subcomplex F belongs to h̄ if and
only if there exists a compact, convex subcomplex C such that F “ CK.

Definition 10.9 (Weak factor system). Let h be a candidate factor system, and let h
{„

the
set of parallelism classes of subcomplexes in h. If there exists N P N such that N bounds
the length of chains in the partial order of h given by inclusion, then h

{„
is a weak factor

system.
We denote the parallelism class of the subcomplex F P h by rF s P h{„. Two elements
rF s, rF 1s P h{„ are nested (resp. orthogonal), and we write rF s Ď rF 1s (resp. rF sKrF 1s) if
there exists two representatives F, F 1 such that F Ď F 1 (resp. FKF 1).

The class of CAT(0) cube complexes which admit weak factor systems is quite large. For
example, virtually special groups, in the sense of Haglund-Wise [HW08], act geometrically
on CAT(0) cube complexes with weak factor systems by [BHS17b, Proposition B]. The more
general class of CAT(0) cube complexes with geometric group actions and weak factor
systems is characterised in [HS20], and includes some notable non-special examples, like
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irreducible lattices in products of trees, and certain amalgams of these [Hag23]. There
are other amalgams of such lattices that provide the first examples of proper cocompact
CAT(0) cube complexes not admitting any weak factor system [She22].
Following [BHS17b], one can endow a CAT(0) cube complex with an HHS structure when
the hyperclosure gives a weak factor system; this is analysed in more detail in [CRHK22,
Section 20]. We summarise this here in order to connect the existing results more explicitly
to the hypotheses of Theorem 3.15.
The first lemma is needed to verify the clean containers property. It is proved in [HS20,
Prop. 5.1] as part of a more complicated statement whose other parts rely on the presence
of a cocompact group action; see [CRHK22, Rem. 20.7]. So, for the avoidance of doubt,
we extract the exact statement (with the same proof as in [HS20]) here:

Lemma 10.10. Let Z be a CAT(0) cube complex and let h̄ be its hyperclosure. If h̄{„

is a weak factor system then, for every F P h̄ ´ tZu and every x P F p0q, the subcomplex
FK – txu ˆ FK belongs to h̄.

Proof. We will use [HS20, Lem. 5.2] after some preliminary setup. Let tHiuiPI be the
set of hyperplanes that are dual to edges of F incident to x. For i P I, let H`

i be the
combinatorial hyperplane in which the carrier of NpHiq intersects the Hi–halfspace of Z
containing x; in particular, x lies in H`

i . Let Y “
Ş

iPI H
`
i . Observe that for any finite

I 1 Ă I, we have that Y pI 1q :“
Ş

iPI 1 H
`
i P h̄, unless Y pI 1q is a single point (recall that we

do not allow single points in the hyperclosure). Assume the former.
By the assumption that the set of parallelism classes represented in the hyperclosure is a
weak factor system, together with the observation that rY pI 1qs Ď rY pI2qs when I2 Ă I 1, we
see that there exists a finite subset I0 Ă I such that Y “ Y pI0q. Hence Y P h̄, or Y consists
of a single vertex.
Now let S be the set of all combinatorial hyperplanes H˘ such that the associated hyper-
plane H (i.e. the hyperplane H such that the usual identification of NpHq with Hˆr´1

2 ,
1
2 s

identifies H ˆ t˘1
2u with H˘) crosses F . By [HS20, Lem. 5.2], FK “

Ş

H˘PS gY pH˘q. We
now argue as before. First, note that if S 1 Ă S is finite, then ApS 1q “

Ş

H˘PS1 gY pH˘q

belongs to h̄, or it is a single point.
As before, if S 1 Ă S2 are finite subsets of S, we have ApS2q Ă ApS 1q, so our assumption that
h̄ gives a weak factor system again implies that there is a finite S 1 such that FK “ ApS 1q.
Hence, either FK P h, or FK is a single point.
To complete the proof, we rule out the latter possibility as follows. By hypothesis, F ‰ Z.
By Lemma 10.8, there exists a (compact) convex subcomplex C Ă Z with CK “ F , since
F P h̄. This means that FKC, so Lemma 10.5 implies that, up to parallelism, C Ă FK, so
it remains to show that C is non-trivial. But if C is trivial, then CKZ, so by Lemma 10.5,
Z Ď CK “ F , contradicting that F is a proper subcomplex. □

Remark 10.11 (Why are singletons excluded?). Let h̄{„ denote the set of parallelism
classes in the hyperclosure h̄. In general, one gets from a weak factor system to an HHS
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structure using Theorem 10.12 below. The additional property that the index set is an or-
thogonal set can be arranged by using the weak factor system provided by the hyperclosure,
when it exists — see Theorem 10.13.
Recall that we have defined h̄ so as to exclude subcomplexes consisting of a single vertex.
Note that any two such subcomplexes txu, tyu are parallel. Moreover, rtxus Ď rF s, for any
F P h̄. On the other hand, we also have rtxusKrF s. This would not be allowed in an HHS
structure, so we avoid the issue by excluding txu from the hyperclosure. For non-trivial
subcomplexes, this problem does not occur, by, for instance, [CS11, Prop. 2.5] and the fact
that hyperplanes do not cross themselves.
In [BHS17b], something more radical is allowed: one can exclude all subcomplexes below
some fixed diameter, and still get an HHS structure. But this may cease to satisfy the
conclusion of Lemma 10.10. This is not a problem from the point of view of clean containers,
but it can break “orthogonality determines nesting” by creating non-Ď–maximal rF s that
are not orthogonal to anything in the index set.

Theorem 10.12 (see e.g. [CRHK22, Proposition 20.4]). Let Z be a CAT(0) cube complex
with a weak factor system h{„. Then pZ, h{„q is a hierarchically hyperbolic space with
wedges, where the coordinate spaces CrF s, rF s P h{„ and the projections πrF s : Z Ñ CrF s

are as in [BHS17b, Remark 13.2].

The next theorem refines the previous one by strengthening the conclusions about the index
set. Compare to the very similar [CRHK22, Prop. 20.6], where is not explicit that the HHS
structure comes from the hyperclosure. Note, also, that the clean containers property of
the HHS structure from Theorem 10.12 is observed (in the presence of a group action) in
[HS20].

Theorem 10.13. Let Z be a CAT(0) cube complex which admits a weak factor system,
and let h̄ be the hyperclosure of Z. Then h̄{„ is a weak factor system and an orthogonal
set. In particular, pZ, h̄{„q is a HHS with wedges, clean containers, and where orthogonality
implies nesting.

Proof. In the proof of [CRHK22, Proposition 20.6] it is shown that, if Z admits a weak
factor system, then there exists a weak factor system h1

{„
which consists of all equivalence

classes of subcomplexes of the form

gH1p. . . pgHn´1pHnqq . . .q,

where H1, . . . ,Hn are combinatorial hyperplanes and n ě 0. By Definition 10.7 of the
hyperclosure h̄, we see that h1 Ď h̄, and they must coincide since the hyperclosure is the
minimal candidate factor system. Hence, the quotient of the hyperclosure by parallelism is
a weak factor system, and therefore pZ, h̄{„q is a HHS with wedges by Theorem 10.12.
Now, by Lemma 10.10, if h̄{„ is a weak factor system then, for every F P h̄, we have that
FK P h̄. In particular, this shows that h̄{„ has clean containers, since if rF s, rF 1s, rCs P h̄{„

are such that rF s, rF 1s Ď rCs and rF sKrF 1s, then the clean container for rF s inside rCs is
rCs ^ rF sK, where rF sK “ rFKs, as provided by Lemma 10.5.



MANY HHS ARE COMBINATORIAL HHS 57

Moreover, by [HS20, Corollary 3.4] we have that FKK “ F whenever F P h̄, and by Lemma
7.11 this is equivalent to the fact that orthogonality determines nesting in h̄{„. □

Remark 10.14. The HHS structure pZ, h̄{„q need not have the DPR property. When it
does, this can be verified as follows. For each rF s P h̄{„, the HHS structure from [BHS17b]
has as the coordinate space CrF s the factored contact graph, which can be viewed as a
copy of F with additional edges added to cone off subcomplexes of the form gF pF 1q, where
gF : Z Ñ F is the gate map and F 1 P h̄. Now, the hyperplanes of F have the form H X F ,
where H is a hyperplane of Z crossing F . This shows that subcomplexes of F of the form
gF pF 1q cover F . This implies DPR provided sufficiently many of those subcomplexes to
coarsely cover F are actually in h̄, i.e. they are not singletons. So, for example, pZ, h̄{„q

has the DPR property provided there exists a constant K such that for all non Ď–minimal
F P h̄ and all x P F , there exists F 1 P h̄ such that dZpx, gF pF 1qq ď K and |gF pF 1q| ą 1.

10.2. The counterexample. In this Subsection we present a HHS pZ,Sq which satis-
fies all hypotheses of the main Theorem 3.15 except the orthogonals for non-split domains
property (3.9), and we prove that the graphX from Definition 4.2, constructed using the co-
ordinate spaces in the HHS structure, cannot be the underlying graph of any combinatorial
HHS structure for Z.
Remarkably, Z is a CAT(0) cube complex admitting a weak factor system, and S “ h{„ is
the quotient of its hyperclosure by parallelism, which is also an orthogonal set by Theorem
10.13. This shows that the orthogonals for non-split property, which is the most obscure
among the properties of our main Theorem, is essential for the construction from Section
4 to work, even if we assume that orthogonality determines nesting.
Consider the two-dimensional cube complex Z obtained by gluing the three infinite com-
plexes in Figure 9 along the red and blue arrows, respecting the numerical labels.

Lemma 10.15. The complex Z is CAT(0).

Proof. This follows from various versions of the principle that gluing simply-connected, non-
positively-curved spaces along convex subspaces using isometries yields a simply-connected
non-positively-curved result. More precisely:
Combinatorial version: A cube complex is CAT(0) if and only if its 1–skeleton is a
median graph [Che00, Theorem 6.1]. Products of median graphs are median, and a graph
decomposing as the union of two median graphs intersecting along a subgraph that is convex
in each piece is median (see e.g. [Isb80, Che00]).
CAT(0) version: A complete geodesic metric space is CAT(0) if it is the union of two
CAT(0) spaces whose intersection is convex in each piece, and products of CAT(0) spaces
are CAT(0) [BH99, Theorem 11.1, Exercise 1.16.(2)].
The part of Z at left is obtained from two copies of r0, 2s ˆ r0,8q, glued along a point, by
gluing squares along a collection of edges. A similar observation applies to the two pieces
at right. Apply the gluing principle once more, using that the red/blue line is convex in
each piece where it appears. □

Next, let us check quickly that Z admits a factor system:
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Figure 9. The space Z is obtained by gluing the three pieces along the red and
blue arrows. The vertical edges are labelled by numbers, while the horizontal edges
are labelled by Greek capital letters. Notice that Γ1 is orthogonal to all edges with
positive odd labels, which form an infinite ray, and similarly Γ2 is orthogonal to all
edges with positive even labels. The yellow edges are representatives for the parallelism
classes of edges which are in the hyperclosure.

Lemma 10.16. Let h̄ be the hyperclosure in Z. Then h̄{„ is a weak factor system. More
strongly, h̄ is a factor system in the sense of [BHS17b].
Finally, the HHS structure pZ, h̄{„q from Theorem 10.13 has the DPR property.

Proof. Suppose that rF1s, . . . , rFns P h̄{„ satisfy rFis Ĺ rFi`1s for all i, with each Fi Ĺ Z.
For each i consider the parallelism class rFK

i s of its abstract orthogonal, which, by Lemma
10.5, coincides with the parallelism class rFis

K of the maximal subcomplex orthogonal to
Fi. Since rFis Ĺ rFi`1s we have that rFis

K Ď rFi´1sK; moreover the nesting is proper, since
by [HS20, Corollary 3.4] we have that rFis

KK “ rFis.
Now, if h̄{„ had arbitrarily large Ď–chains, then for any R ě 0, we could choose n as above
so that for some m ď n, the subcomplexes Fm and FK

m both have at least R vertices (take
n much larger than R, and consider m “ tn{2u).
Next observe that there is a uniform bound on the degrees of vertices in Z. Hence, for any
R1 ě 0, we can choose R and thus the Fi so that Fm and FK

m, chosen as above for the given
R, have diameter more than R1.
Thus Z contains a convex subcomplex isometric to Fm ˆ FK

m, with each factor having
diameter at least R1. Now observe that the inclusion into Z of the union of the red and
blue rays is a quasi-isometry R Ñ Z, so Z is hyperbolic. By taking R1 sufficiently large in
terms of the hyperbolicity constant, we contradict, say, [Hag14, Theorem 7.6] or [CDE`08].
Now, Z is uniformly locally finite (i.e. the number of 0–cubes in a ball is bounded in terms
of the radius of the ball only), and h̄ is closed under taking intersections (since the projection
of A to B is A X B when A,B are convex subcomplexes with A X B ‰ H), the bound on
the length of Ď–chains implies a bound on the number of elements of the hyperclosure that
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can contain a given 0–cube, as required by the definition of a factor system in [BHS17b,
Sec. 8].
Finally, the DPR follows from Remark 10.14 in this example, since each element of the
hyperclosure is uniformly coarsely covered by edges coloured yellow in Figure 9. □

Lemma 10.17. The minimal orthogonality graph of h̄{„ is the graph shown in Figure 10.

Proof. Each edge labelled by an integer n ě ´1 in Figure 9 is a combinatorial hyperplane,
and hence its parallelism class rhs P h̄{„. The same is true of the edges Γ1,Γ2.
Consider the edge ∆. The hyperplane parallel to ´1 and the hyperplane parallel to 1 are
respectively parallel to combinatorial hyperplanes intersecting along an edge parallel to ∆,
so r∆s P h̄{„, and rΣs P h̄{„ by an identical argument, with 0 replacing ´1.
Recall that h̄ excludes singletons, so any element of h̄{„ represented by a subcomplex
consisting of a single edge is Ď–minimal; this holds in particular for rΓ1s, rΓ2s, rΣs, r∆s and
rns, n ě ´1. The other parallelism classes of edges do not belong to h̄. Moreover, any
element of h̄ contains a parallel copy of one of the above-named edges.
Therefore, the minimal orthogonality graph X̄ has vertex set

trΣs, r∆s, rΓ1s, rΓ2su Y trnsuně´1.

From the definition of orthogonality, vertices of X̄ are adjacent if and only if the corre-
sponding edges of Z have parallel copies spanning a square, and thus X̄ is as in Figure
10. □

Σ Γ1

´1 0 1 2 3 4 5 . . .

∆ Γ2

Figure 10. The minimal orthogonality graph X̄.

10.2.1. Failure of the blow-up construction. Now recall how to construct the simplicial com-
plex X from X̄: for each Ď–minimal rF s P h̄{„, the corresponding vertex of X̄ is blown up
to a cone over the vertex set of the coordinate space CrF s from the HHS structure of Theo-
rem 10.12. From [BHS17b, Remark 13.2], CrF s is the factored contact graph of the CAT(0)
cube complex F . In the present example, each such F is an edge (one of ∆,Σ,Γi, i P t1, 2u,
or n, n ě ´1), so CrF s is a single vertex. Hence X̄ is obtained from X by blowing up
each vertex to an edge (the cone over a vertex); each edge of X̄ therefore blows up to a
3–simplex.
We now argue that this X̄ cannot support a combinatorial HHS structure for Z.
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Proposition 10.18. Suppose that W is any X–graph such that pX,Wq is a combinatorial
HHS. Then W is bounded, and in particular cannot be quasi-isometric to Z.

Proof. For each vertex v of X̄, let v̂ be the 1–simplex supported on v, and let v, Cv be
the two 0–simplices supported on v. We use the same notation for a parallelism class of
subcomplexes in h̄ as for the corresponding vertex of X̄. So, for instance, in X, r3s and
Cr3s are 0–simplices, and xr3s and tr3s, CrΓ1su are 1–simplices.
If pX,Wq is a CHHS with W unbounded, then by Theorem 2.12, the augmented links of
simplices in X must have arbitrarily large diameter. However, their diameters are uniformly
bounded, in terms of the constant δ from Definition 2.7, which exists by hypothesis. For
example:

‚ LkXpHq`W “ X`W has diameter bounded independently of δ, by inspection.
‚ Let xrns be the edge of X projecting to the vertex rns of X̄. For n ě 1, the saturation

of xrns consists of those yrms with m “ n mod 2, and the link consists of pΣ Y p∆ Y Γi

for one of the values of i. For n ď 0, the link is pΣ or p∆. In any case, LkXpxrnsq`W is
connected, by Definition 2.7.(2), and there are only finitely many such graphs, each
of which has finitely many vertices, so these links are uniformly bounded.

‚ Note that LkXppΓ1q is the union of the edges {r2k ` 1s, k ě 0, and SatpxΓ1q “ xΓ1
p0q

“

trΓ1s, CrΓ1su. Moreover Y
xΓ1

“ pX´SatpxΓ1qq`W is uniformly bounded, and so must

be LkXpxΓ1q`W which is quasi-isometrically embedded in Y
xΓ1

by Definition 2.7.(2).
The same holds for pΓ2.

Similar arguments give boundedness of the remaining links (some are bounded by construc-
tion, recall Corollary 4.4, while the links of almost maximal simplices are points). Hence, W
is bounded since it is a HHS whose coordinate spaces are all bounded (e.g. by the Distance
Formula 1.10). □

Remark 10.19 (What’s wrong with this example?). The HHS structure on Z has wedges,
clean containers and the dense product region property by Theorem 10.13 and Lemma 10.16.
Moreover, orthogonality determines nesting, i.e. rF s Ĺ rF 1s if and only if rF 1sK Ĺ rF sK.
This illustrates that an HHS in which orthogonality determines nesting need not have the
orthogonals for non-split domains property. This is a typical phenomenon in CAT(0) cube
complexes. Indeed, if rF s P h̄{„ (in an arbitrary CAT(0) cube complex), then as long as rF s

is not the unique Ď–maximal element, rF sK is defined and belongs to h̄{„. However, the
existence of orthogonals is not inherited by the sub-HHS structure on F , in general. More
precisely, we could consider the hyperclosure of the CAT(0) cube complex F , called h̄F .
Since hyperplanes of F are of the form F X H, where H is a hyperplane of Z intersecting
F , by e.g. [CS11, Lem. 3.1], and F XH “ gF pHq by e.g. [BHS17b, Lem. 2.6], we see that
h̄F naturally embeds in h̄ (preserving parallelism), yielding a set of domains in h̄{„ nested
in rF s. However, the set of all rF 1s P h̄{„ which are nested inside rF s is in general larger
than this, since it contains subcomplexes of the form gF pF 2q, where F 2 is an element of the
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hyperclosure not parallel to any subcomplex in the “intrinsic” hyperclosure of F . Hence,
given an element rF 1s Ď rF s, its orthogonal inside rF s might not exist.
Concretely, in our example, consider the case where F is the hyperplane dual to the edge
∆. Since F is 1–dimensional, its hyperplanes are points and so its intrinsic hyperclosure is
empty. But in h̄{„, we have, say, rns Ď rF s and rF 1s Ď rF s, where rF 1s is the subcomplex
obtained by projecting to F the hyperplane dual to Γ1. Again since F is 1–dimensional,
these subcomplexes do not have non-trivial orthogonal complements that belong to the
hyperclosure but are nested in F . Hence pZ, h̄{„q fails to have orthogonals for non-split
domains.
Absent orthogonals and boundedness of W: Let us see how the failure of orthogonals
for non-split domains caused problems in the example. Recall that the simplex xΓ1 had
bounded link because its saturation failed to contain, say, pΣ, which then acted as a cone-
point in X ´ SatppΓ1q over LkXppΓ1q. Consider the hyperplanes HΓ1 and HΣ in Z dual to
the edges Γ1 and Σ, and let F be the projection of the former onto the latter, so F P h̄
and F is the ray consisting of the red edges in Figure 9. Then F is non-split, since any
two Ď-minimal domains it contains (i.e. every two red edges) are transverse. Moreover
F Ď HΣ, but FK “ Γ1 YΣY∆, so F is not orthogonal to anything properly nested in HΣ.
Back in X, the role of CrF s (which is a ray) should be played by the link of pΓ1, which is
contained in the link of pΣ. So it seems reasonable that by adding the “missing” orthogonal
domain, one could add a vertex w to X in such a way that w ‹ Σ is defined and has the
same link as pΓ1. This way, removing SatppΓ1q would now remove Σ, which as we mentioned
is an obstruction to having an unbounded augmented link. Of course, one would also need
to deal with ∆ similarly. But then, if pΓ1 and pΓ2 were made to have unbounded links, a new
difficulty would arise, because Definition 2.7.(3) would then demand that pΣ and p∆ have a
common nested simplex whose link contains those of pΓ1 and pΓ2. This would presumably be
addressed by adding a single w as above, joined to both Σ and ∆ and Γ1, and corresponding
to an orthogonal complement of F inside the wedge of HΣ and H∆.

Remark 10.20 (Connection to lattice theory). Let pS,Ď,Kq be an orthogonal set and let
H be a symbol distinct from all elements of S. Then the operation ^ which, by Definition
7.10, was partially defined on S, extends to a binary operation on S \ tHu if one sets
U ^ H “ H ^ U “ U for U P S \ tHu, and U ^ V “ H if U, V P S do not have any
common nested elements of S. We extend Ď so that H is the unique Ď–minimal element.
Assuming that the complexity is finite, we also have a join operation: U _ V is the unique
Ď–minimal W such that U, V Ď W ; that this is well-defined is an easy exercise using wedges
and finite complexity. In fact, the poset pS \ tHu,Ďq, equipped with the operations ^

and _, is a complete lattice, as in e.g. [BS81, Definition 4.1], where completeness also
follows from finite complexity. Moreover, the clean container assumption, together with
Lemma 7.11, gives an involution K : S´ tSu Ñ S´ tSu, where S is the unique Ď–maximal
element, and we extend this to S Y tHu by declaring SK “ H and HK “ S.1 This makes

1On S, the orthogonality relation UKV is still equivalent to U Ď V K, i.e. U ^ V K
“ U . However, Ď

and K are not mutually exclusive on S Y tHu, but the only failure is H Ď S and HKS.
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S \ tHu, with the lattice relations ^,_ and the orthogonal complementation operator K,
an ortholattice, defined in e.g. [Ste99, Sec. 1.2].
Strong orthogonality (Property 7.1) then becomes: for all U, V P S such that U Ĺ V ,
we have that UK ^ V ‰ H. Another formulation is: for any V P S, the order ideal
tU P S : U Ď V u is again an orthogonal set, with the involution UK

V “ UK ^ V .
Now, if U Ĺ V , then pUK ^ V q _ U Ď V . If for some W Ĺ V we have U Ď W and
UK^V Ď W , then strong orthogonality provides A :“ WK^V ‰ H. But then pUK^V qKA,
since AKW , while on the other hand WK ^ V “ A Ď UK ^ V since U Ď W . This is a
contradiction. We have showed that strong orthogonality implies the identity pUK ^ V q _

U “ V . Ortholattices satisfying this identity have a name: they are orthomodular [Ste99].
From the point of view of HHS structures, factor systems in CAT(0) cube complexes provide
the main motivating examples of orthogonal sets, and we saw earlier that orthomodularity
fails in general; in fact, one can already see this failure in HHS structures on, say, right-
angled Artin groups (see [BHS17b, Sec. 8]). This raises the following:

Question 10.21. Let pL,^,_,K,H, Sq be an ortholattice such that Ď–chains in L have
length at most N ă 8, where U Ď V means U ^ V “ U . Write UKV to mean U Ď V K.

‚ Does there exist an orthomodular ortholattice L1 and an injective map L Ñ L1

that preserves the relations Ď and K, as well as the negations of those relations?
Under what conditions can L1 be chosen so that chains in L1 also have length at
most N?

‚ If a group G acts on L cofinitely, preserving the relations Ď,K, Ď,M, when can L1

be chosen as above so that the G–action extends to L1 and |GzL1 | ă 8?

The goal would be to begin with an HHS/G whose index set is an orthogonal set (e.g. a
compact special group) and produce a new HHS/G structure to which Theorem 8.3 applies.
Answers to the above questions are not quite sufficient but appear necessary, and also of
independent interest. We suspect that a sufficient condition for constructing L1 will involve
the existence of an order-preserving, K–preserving map from L to a finite boolean lattice.
It is also possible that this sort of construction is known to lattice theorists, in which case
we would be grateful for a reference.
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